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[57] ABSTRACT

This invention relates to computer networks having com-
puters like personal computers (1) or network servers (2)
with microprocessors linked (5) by transmission means (4,
14) and having hardware, and other means such that at least
one parallel processing operation occurs that involve at least
two computers in the network. This invention aiso reiates to
large networks composed of smaller networks, like the
Internet (3), wherein more than one separate parallel pro-
cessing operation involving more than one set of computers
occurs simultaneously and wherein ongoing processing link-
ages can be established between microprocessors of separate
computers connected to the network. This invention further
relates to business arrangements enabling the shared used of
network microprocessors for parallel and other processing
wherein personal computer owners provide microprocessor

processing power to a network, in exchange for linkage to
other computers including linkage to other microprocessors;
the basis of the exchange between owners and providers

being whatever terms to which the parties agree.
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PERSONAL COMPUTER
MICROPROCESSOR FIREWALLS FOR

INTERNET DISTRIBUTED PROCESSING

This appiication is a CIP of U.S. application No. 08/980,
058 filed Nov. 26,1997 and is a continuation of PCT/US97/
2182 filed Nov. 28, 1997. This application claims benefit of
provisional applications 60/031855, filed Nov. 29, 1996,
60/032207, filed Dec. 2, 1996, 60/033871, filed Dec. 20,
1996, 60/006313, filed Nov. 21,
Nov. 24, 1997.

P T A

1997/, and 0U/U004 10, filed

BACKGROUND OF THE INVENTION

This invention generally relates to one or more computer
networks having computers like personal computers or
network computem such as servers with micmproceemr@
pu,u.,utuly linked Uv broadband transmission mcans and
having hardware, software, firmware, and other means such
that at least two parallel processing operations occur that
involve at least two sets of computers in the network or in
networks connected together, a form of metacomputing.
Morc particularly, this inveation rclatcs to onc or morc large
networks composed of smaller networks and large numbers
of computers connected, like the Internet, wherein more than
one separate parallel or massively parallel processing opera-
tion involving more than one different set of computers

aceurs simultaneonusly, Fven more narticularly. thic inven-
OCCUIS SimunancOusly. oven MoIre panifuaany, uiis mnven

tion relates to one or more such networks wherein more than
one (or a very large number of) parallel or massively parallel
microprocessing processing operations occur separately or
in an interrelated fashion; and wherein ongoing network

nrocessing linkaoes can be establiched between virtually anv

processing nages can be €stabisned dbetween virtually any

microprocessors of separate computers connected to the
network.

Still more particularly, this invention rclates gencrally to
a network structure or architecture that enables the shared
uscd of nctwork microprocessors for parallel proccssing,
including massive parallel processing, and other shared
processing such as multitasking, wherein personal computer
owners provide microprocessor processing power to a
network, preferably for parallel or massively parallel pro-

cessino or multitaskino. in exchanoe for network linkaoce to
COSSIOE OF MUasSKing, 1 ¢X8aange 107 NCIWOIK 11Kage 1o

other personal and other computers supplied by network
providers such as Internet Service Providers (ISP’s), includ-
ing linkage to other microprocessors for parallel or other
processing such as multitasking. The financial basis of the

shared use between owners and rwrnvldprc would be what-

ever terms to which the parties agree, subject to governing

laws, regulations, or rules, including payment from either ;

party to the other based on periodic measurement of net use
or provision of processing power or preferably involving no
payment, with the network system (software, hardware, etc)
providing an essentially equivalent usage of computing
resources by both users and providers (since any network
computer operated by either entity can potentially be both a
user and provider of computing resources alternately (or
even simultaneously, assuming multitasking), with poten-
tially an override option by a user (exercised on the b351s, for
example, of user profile or user’s credit line or through
relatively instant payment).

Finally, this invention relates to a network system archi-
tecture including hardware and software that will provide
use of the Internet or its future equivalents or successors
(and most other networks) without cost to most users of
personal computers or most other computers, while also

providing those users (and all other users, including of

)
n
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supercomputers) with computer processing performance
that will at least double every 18 months through metacom-
puting means. This metacomputing performance increase
provided by the new Metalnternet (or Metanet for short) will
be 1n addiiion io ail other performance increases, such as
those already anticipated by Moore’s Law.

By way of background, the computer industry has been
governed over the last 30 years by Moore’s Law, which
holds that the circuitry of computer chips has been shrunk by
substantially each year, yielding a new generation of chips
every 18 months with twice as many transistors, so that
microprocessor computing power is effectively doubled
every year and a half.

The long term trend in computer chip miniaturization is
projected to continue unabated over the next few decades.

For example, slightly more than a decade ago a 16 kilobit
DRAM memorv chip (storina 16.000 data bits) was tvnical:

LDRANM memory ciip (stenng 10,000 cala Diis) was lypical;

the current standard 16 megabit chip (16,000,000 data b1ts)
was introduced in 1993; and industry projections are for 16
gigabit memory chips (16,000,000,000 data bits) to be
introduced in 2008 and 64 gigabit chips in 2011, with 16
terabit chips (16,000,000,000,000 data bits) conceivable by
the mid-to-late 2020’s. This is a thousand-fold increase
regularly every fifteen years. Hard drive speed and capacity
are also growing at a spectacular rate.

Similarly regular and enormous improvements are antici-

nated to coptinme in micronrocessor commutino sneeds
pated to coentinue in miCroprocessor compuling speeds,

whether measured in simple clock speed or MIPS (millions
of instructions for second) or numbers of transistors per
chip. I'or example, performance has improved by four or

five times every three years since Intel launched its X86
family of microprocessors used in the currently dominant
“Wmtcl” standard personal computers. The 1111t1a1 Intcl
Pentium Pro microprocessor was introduced in 1995 and is
a thousand times faster than the first IBM standard PC
microprocessor, the Intel 8088, which was introduced in
1979. The fastest of current microprocessors like Digital
Equipment Corp.’s Alpha chip is faster than the processor in
the original Cray Y-MP supercomputer.

Both microprocessors and software (and firmware and
other components) are also evolving from 8 bit and 16 bit
systems into 32 bit systems that are becoming the standard
today, with some 64 bit systems like the DEC Alpha already
introduced and more coming, with future increases to 128 bit
also likely.

A second major development trend in the past decade or

g0 has been the rigse of narallel nrocessino. a
SC [Das °oeen e rse O paraus: processing, a

ocomnutar
compuier

architecture utilizing more than one CPU microprocessor
(often many more, even thousands of relatively simple
microprocessors, for massively parallel processing) linked
together into a single computer with new operating systems
having modifications that allow such an approach. 'The field
of supercomputing has been taken over by this approach,
including designs utilizing many identical standard personal
computer microprocessors.

Hardware, firmware, software and other components spe-

cific to narallel nrocessino are in a relatively early gtaoce of
CUIC W0 paraud: proCessiig ard i a réiauvaly Cany Siage or

development compared to that for single processor
computing, and therefore much further design and develop-
ment is expected in the future (O better maximize the

computing capacity made possible by parallel processing
One potential benefit that will likely be available soon is
system architecture that does not rely on the multiple
microprocessors having to share memory, thereby allowing
more independent operation of those microprocessors, each

with their own discrete memory, like current personal

A41
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computers, workstations and most other computer systems
architecture; for unconstrained operation, each individual
microprocessor must have rapid access to sufficient memory.

Scveral models of pcrsonal computcrs arc now availablc
with more than one microprocessor. It seems inevitable that
in the future personal computers, broadly defined to include
versions not currently in use, will also employ parallel
computing utilizing multiple microproccssors or massively
parallel computing with very large numbers of micropro-
cessors. Future designs, such Intel’s Merced chip, will have
a significant number of parallel processors on a single
microproccssor chip.

A {orm of paraliel processing is aiso being employed
within microprocessor design itself. The current generation
of microprocessors such at the Intel Pentium have more than
one data path within the microprocessor in which data can
be processed, with two to three paths being typical.

Thea third maior develanment trand ig the increacing gize
108 ulirG Major GeveOpmitiit wend 15 il CICasiig 5120

of bandwidth, which is a measure of communications power
between computers connected by a network. Before now, the
local area networks and telephone lines typically linking
computers including personal computers have operated at

speeds much lower than the nrocessine sneeds of a personal
Speeas muchn 0an e processing speeas O & personal

computer. For example, a typical Intel Pentium operates at
100 MIPS (millions of instructions per second), whereas a
typical Ethernet connecting the PC’s is 100 times slower at
10 megabits per second (Mbps) and telephone lines are very
much slower, the highest typical speed now being about 28.8
kilobits.

Now, however, the situation is expected to change
dramatically, with bandwidth being anticipated to expand

from 5 to 100 times as fast as the rise of microprocessor
and fiber

sneeds

peeas,

optic cable. Telecommunication providers are now making
available fiber connections supporting bandwidth of 40
gigabits.

Technical improvements are expected in the near term

which will make it nossible to carry over 2 oicahertz
maxe Possion Ty  gigancriz

(billions of cycles per second) on each of 700 wavelength
stream, adding up to more Khan 1,700 gigahertz on every
single fiber thread. Experts believe that the bandwidth of
optical fiber has been utilized one million times less fully
than the bandwidth of coaxial or twisted pair copper lines.
Within a decade, 10,000 wavelength streams per ﬁber are
expected and 20 wavelengths on a single fiber is already
commercially availablc.

Other network connection developments such as asyn-

chronous transfer mode (ATM) and dioital sional nrocessors

caronous transier moQe (ALMV) anC C1gtal s1gnal proCessors,

which are improving their price/performance tenfold every

due to the use of coaxial cable. wireless

que ne use oI coaxial cable, WIrciess,

two years, are also supporting the rapid increase in band- ;

width. ‘The increase in bandwidth reduces the need for
switching and switching speed will be greatly enhanced
when practical optical switches are introduced in the fairly
near future, potentially reducing costs substantially.

The result of this huge bandwidth increase will be extraor-
dinary: within just a few years it will be technically possible

to connect virtually any computer to a network at a speed
that equals or exceeds the computer’s own internal bus
speed, even as that bus speed 1tsclt is increasing signifi-
cantly. The bus of a computer is its internal network con-
necting its components such as microprocessor, random
access memory (RAM), hard-drive, modem, floppy drive,
and CND-ROM; for recent personal computers it has been
only about 40 mcgabits per sccond, but is now up to a gigabit
per second on Intel’s Pentium PCI bus.

Despite these tremendous improvements anticipated in
the future, the unfortunate present reality is that a typical

w

[un
W
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personal computer (PC) is already so fast that its micropro-
cessor is essentially idle during most of the time the PC is
in actual use and that operating time itself is but a small
fraction of those days the PC is even in any usc at all. The
reality is ihai nearly all PC’s are esseniiaily idie during
roughly all of their useful life. A realistic estimate is that its
microprocessor is in an idle state 99.9% of the time
(disregarding current unnecessary microprocessor busywork
like executing screen saver programs, which have been

UUbUlClV Uy PUWCI bd\’lllg \Jl\l 111U111|.U1
technology, which is now standard in the PC industry).

Given the fact that the reliability of PC’s is so exception-
ally high now, with the mean time to failure of all compo-
nents typically several hundred thousand hours or more, the
huge idie time of PC’s represents a total ioss; given the high
capital and operating costs of PC’s, the cconomic loss is
very high. PC idle time does not in effect store a PC, saving
it for future use, since the principle limiting factor to
continued use of today’s PC’s is obsolescence, not equip-
meni [ailure from use.

Morcover, there is growing concern that Moore’s Law,
which as noted above holds that the constant miniaturization
of circuits results in a doubling of computing power every 18
months, cannot continue to hold true much longer. Indeed,
Moore’s Law may now be nearing its limits for silicon-
based devices, perhaps by as early as 2004, and no new
technologies have yet emerged that currently seem with
reasonable certainty to have the potential for development to
a practical level by then.

SUMMARY OF THE INVENTION

hrae of the eatahlichad

Haowever the confluence of a1l t
tiree O wi® osiaciisnca

However, the confluence of all
major trends summarized above—supercomputer-like per-
sonal computers, the spread of parallel processing using
personal computer microprocessors (particularly massively
parallel processing), and the enormous increase in network

communications bandwidth—will make nossible in the near
communicalion nawid Vil Maxge pessioid 1 e near

future a surprising solution to the hugely excessive idleness
problem of personal computers (and to the problematic
possible end of Moore’s Law), with very high potential
economic savings.

Ty idle Do (o
1y i w5 (Of

equivalents or successors) to build a parallel or massively
parallel processing computer utilizing a very large network
like the Internet or, more specifically, like the World Wide
Web (WWW), or their equivalents or eventual successors
lilze the Metalnternet {and includine Internet 11 which is

like the Metalnternet (and including Internet I, which is
under development now and which will utilize much broader
bandwidth and will coexist with the Internet, the structure of
which is in ever constant hardware and software upgrade)
with broad bandwidth connections. The prime characteristic
of the Internet is of course the very large number of
computers of all sorts already linked to it, with the future
potential for effectively universal connection; it is a network
of networks ot computers that provides nearly unrestricted
access (other than cost) worldwide. The soon-to-be available
very broad bandwidth of nctwork communications can be
used fo link personal computers externally in a manner
equivalent to the internal buses of the personal computers, so
that no processing constraint will be imposed on linked
personal computers by data input or output, or throughput;
the speed of the microprocessor itself will be the only
processing constraint of the system.

This will make external parallel processing possible,
including massively parallel processing, in a manner paral-
leling more conventional internal parallel processing.

thoir

'he gnlitinn ig 1nige th
L WiCil

T
10C S501Uion 1S use
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Optimally, the World Wide Web (or its equivalents or
successors) will be transformed into a huge virtual mas-
sively parallel processing computer or computers, with
potential through its established hyperlinks connections to

operate in a manner at least somewhat like a neural network
operate i a Mmanoer at ieast somewinatl IKC a feura: network

or neural networks, since the speed of transmission in the
linkages would be so great that any linkage between two
microprocessors would be virtually equivalent to direct,
physically close connections between those microproces-
SOrS.

With further development, digital signal processor-type
microprocessors or even analogue microprocessors may be
optimai for this approach. Networks with WWW-type
hyperlinks incorporating digital signal processor-type
microprocessor (or successors or equivalents) could operate
separately from networks of conventional microprocessors
(or successors or equivalents) or with one or more connec-
tions between such differing networks or with relatively
complete integration between such differing networks.
Simultaneous operation across the same network connection
structure should be possible.

Such broad bandwidth networks of computers will enable
every PC to be fuily utilized or nearly so. Because of the
extraordinary extent to which existing PC’s are currently
idle, at optimal performance this new system will potentially
result in a thousand-fold increase in computer power avail-
able to each and every PC user (and any other user); and, on
demand, almosi any desired level of increased power, lim-
ited mostly by the increased cost, which however would be
relatively far less that possible from any other conceivable
computer network configuration. This revolutionary
increase is on top of the extremely rapid, but evohltlonary
lllbleases dllCde Ubbulll g l.he CO
try discussed above.

The metacomputing hardware and software means of the
Metalnternet will provide performance increases that will
likely at least double every eighteen months based on the
doubling of personal computers shared in a typical parallel
processing operation by a standard PC user, starting first
with at least 2 PC’s, then about 4, about &, about 16, about
32, about 64, about 128, about 256, and about 512. After
about fiftcen years, cach standard PC uscr will likely be able
to use about 1024 personal computers for parallel processmg
or any other shared computing use, while generally using the
Internet or its successors like the Metalnternet for free. At
the other end of the performance spectrum, supercomputers
will experience a similar performance increase generally,
but ultimately the performance increase is limited primarily

by cost of adding temporary network linkages to available

SN 1 <

. I kTR
1. IPULCI/UCLWUII\ lllullb

PC’s, so there is definite potential for a quantum leap in s

supercomputer performance.

Network computer systems as described above offer
alrmnct limitlace Aawvililityy dua ta tha ahaoindant crnnla ~F
ALTTIUSL THTTHILIRDDS II\J}\II’IIIly Uue ) v o avuiniuatic bLI.l!l!I)’ wl
heretofore idle connected microprocessors. This advantage
would allow “tightly coupled” computing problems (which
normally are difficult to process in parallel) to be solved
without knowing in advance (as is now necessary in rela-

tively maggively narallel nrocessing) how manv nrocessors
uvery massivary parani proCosSsing; O0W many processors

are available, what they are and their connection character-
istics. A minimum number of equivalent processors (with
equivalent other specs) can be easily [ound nearby in a
massive network like the Internet and assigned within the
network from t

the number of microprocessors used can be almost com-
pletely flexible, depending on the complexity of the
problem, and limited only by cost. The current problem of
time delay will be solved largely by the widespread intro-

1des available nParhv Moreover,

w
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duction of broad bandwidth connections between computers
processing in parallel.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a simplified diagram of a section of a computer
network, such as the Internel, showing an embodimenl ofa

ete which ecacures flow of ¢ du
meier means wniCn measures now oL \/Ullll)uljljé uuljué a

shared operation such as parallel processing between a
typical PC user and a network provider.

FIG. 2 is a simplified diagram of a section of a computer
nctwork, such as thc Internet, showing an cmbodiment of
dllUlllCI meter means Wﬂlcﬂ micasurcs I.IIC IIOW UL 1‘16?.W0u&
resources, including shared processing, being provided to a
typical PC user and a network provider.

FIG. 3 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of
another meter means which, prior to execution, estimates the
level of network resources, and their cost, of a shared
processing operation requested by a typical PC user from a
network provider.

FIGS. 4A-4C are simplified diagrams of a section of a
computer network, such as the Internet, showing in a
sequence of steps an embodiment of a selection means
whereby a shared processing request by a PC is matched
with a standard presct number of othcr PC’s to cxccute
shared operation.

FIG. 5 is a simplified diagram of a section of a computer

network, such as the Internel, showing an embodiment of a

control means whereby the PC, when idled by its user, is

Onres 183

made available to the nelwork for shared processing opera-
tions.

FIG. 6 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a

giognal meang wherehy the DO whon idlad hy itg niger gionalg

signal means whereby the PC, when idled by its user, signals
its availability to the network for shared processing opera-
tions.

F1G. 7 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
receiver and/or Irltéfiogmur means Wucrcuy the network
receives and/or queries the availability for shared processing
status of a PC within the network.

FIG. 8 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
selection and/or utilization means whereby the network
locates available PC’s in the network that are located closest
to each other for shared processing.

FIG. 9 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
system architecture for conducting a request imitated by a
PC for a search using parallel processing means that utilizes
a number of networked PC’s.

FIGS. 10A-10I are simplified diagrams of a section of a
computer network, such as the Internet, showing an embodi-
ment of a system architecture utilizing a firewall to separate
that part of a networked PC (including a system reduced in
size to a microchip) that is accessible to the network for
shared processing from a part that is kept accessible only to
the PC user; also showing the alternating role that preferably
each PC in the network can play as either a master or slave
in a shared processing operation involving one or more slave
PC’s in the network; and showing a home or business
network system.

FIG. 11 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
system architecture for connecting clusters of PC’s to each
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other by wireless meaus, to create the closest possible (and
therefore fastest) connections.

FIG. 12 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
system architecture for connecting PC’s to a satellite by
wireless means.

FIG. 13 is a simplified di

a simplifie
network such as the Internet, showing an embodlment of a
system architecture providing a cluster of networked PC’s
with complete interconnectivity by wireless means.

FIG. 14A is a simplified diagram of a section of a
computer network, such as the Internet, showing an embodi-
ment of a transponder means whereby a PC can identify one
or more of the closest available PC’s in a network cluster to
designate for shared processing by wireless means. FIG.
14B shows clusters connected wirelessly; FIG. 14C shows a

wirelecg cluster with tranenonders and with a network wired
wireiess ciuster wilh {ransponcers ant wilh a network wired

connection to Internet; FIG. 14D shows a network client/
server wired system with transponders.

FIG. 15 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
Auuuug mcaimns Wlﬁubu_y aPCr L\A.luum for sharcd pmccssmg
can be routed within a network using preferably broad
bandwidth connection means to another area in a network
with one or more idle PC’s available.

DETAITLED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The new network computer will utilize PC’s as providers
of computing power to the network, not just users of
network services. These connections between network and

pPrcnnq] comnuter are enabled hv a new form of comnuter/

ersonal computer are enabled by a new form of computer;
network financial structure that is rooted on the fact that
economic resources being provided the network by PC
owners (or leaser) are similar in value to those being
provided by the network providcr providing conncctivity

TInlike evictine gne wav func al relation < hetween
Unlike existing one way functional L\uauuuouq)o oeiween

network providers such as internet service providers (often
currently utilizing telecommunications networks for
connectivity) and PC users, wherein the network provider

provides access to a network like the Internet for a fee (much
like cable TV services)

11KC Ca0IC SLIVICES),

nize that the PC user is also providing the network access to
the user’s PC for parallel computing use, which has a similar
value. The PC thus both provides and uses services on the

network, altcrna[ivcly or potentially even virtually
<1mn|t2m=rm sly, in a multitasking mode.

This new network would operate with a structural rela-
tionship that would be roughly like that which presently
exists between an electrical power utility and a small inde-
pendent power generator connected to the utility, wherein

electrical power can flow in either direction dependine on
iectrica er can Low ¢ither direction depending on

the operatlng decisions of both parties and at any particular
point in time each party is in either a debt or credit position
relative to the other based on the net direction of that flow

for a given period, and is billed accordingly. In the increas-
ingly deregulated electrical power industry, electrical power
(both its creation and transmlssmn) is becoming a commod-
ity bought and sold in a competitive marketplace that crosses
traditional borders. With the structural relationship proposed
here for the new network, parallel free market structures
should develop aver time in a new computer power industry
dominated by nctworks of personal computers in all their
forms providing shared processing.

For this new network and its structural relationships, a
network provider is defined in the broadest possible way as

1a0ram
agram

this new relationship would recog-
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any entity (corporation or other business, government, not-
for-profit, cooperative, consortium, committee, association,
community, or other organization or individual) that pro-
vides personal computer users (very broadly defined below)

with initial

and/or
Wil itiax

and/or
software and/or firmware and/or other components and/or
services to any network, such as the Internet and Internet IT
or WWW or their present or future equivalents, coexistors or
successors, like the Metalnternet, including any of the
current types of Internet access nrnvu‘]em (IQP’Q\ mcludmo
telecommunication companies, television cable or broadcast
companies, electrical power companies, satellite communi-
cations companies, or their present or future equivaients,
coexistors or successors. The connection means used in the
networks of the network providers, including between per-
sonal computers or equivalents or successors, would pref-
erably be very broad bandwidth, by such means as fiber
optic cable or wireless for exampie, but not excluding any
other means, including television coaxial cable and tele-
phone twisted pair, as well as associated gateways, bridges,
routers, and switches with all associated hardware and/or
software and/or firmware and/or other components and their
present or future equivalents or successors. The computers
used by the providers include any computers, including
mainframes, minicomputers, servers, and personal
computers, and associated their associated hardware and/or
software and/or firmware and/or other components, and their

nnnnnn 4 o e

Preseiit of tuture

and continuine connection hardware
anG conlipuing <onnecuon naraware

alant

Valcnis Or SuCCTSSOrs.

Other levels of network control beyond the network
provider will also exist to control any aspect of the network
structure and function, any one of which levels may or may
not control and interact directly with the PC user. For

- PRI T R 3 ¥ AN

C)&dlllplC, dl. lcdbl onc ICVCI Ul llCl.WU[l\ LUllllUl 1u\c uic ‘V‘VUIIU
Wide Web Consortium (W3C) or Internet Society (ISOC) or
other ad hoc industry consortia) would establish and ensure
compliance with any prescribed nctwork standards and/or
protocols and/or industry standard agreements for any hard-
warc and/or softwarc and/or firmwarc and/or other Comipo-
nent connected to the network. Under the consensus control
of these consortia/societies, other levels of network control
would deal with administration and operation of the net-
work. These other levels of network control might be

constituted by anv network entity. includine those defined
constiiuled 0y any neitworx enlity, imnciuding nose aeined

immediately above for network providers.

The principal defining characteristic of the network pro-
vided being communication connections (including hard-
ware and/or software and/or firmware and/or other
comnonent) of anu form including electromaonetic fauch ag
component) of any form, including electromagnetic (such as
light and radio or microwaves) and electrochemical (and not
excluding biochemical or biological), between PC users,
optimally connecting (either directly or indirectly) the larg-

est number of users possible, like the Internet (and Internet
1) and WWW and equivalents and successors, like the

MetaInternet. Multiple levels of such networks w111 likely
coexist with diflerent lechnical capabilities, like Internet and
Internet II, but would have interconnection and therefore
would communicate freely between levels, for such standard
network functions as electronic mail.

And a personal computer (PC) user is defined in the
broadest possible way as any individual or other entity using
a personal computer, which is defined as any computer,
digital or analog or neural, particularly including
micronrocessor-based per:

mICroprocess: Dase

nal computers ha

ng one or
more mMicroprocessors (cach ulcludmg one or more parallel
processors) in their general current form (hardware and/or
software and/or firmware and/or any other component) and

their present and future equivalents or successors, such as
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workstations, network computers, handheld personal digital
assistants, personal communicators such as telephones and
pagers, wearable computers, digital signal processors,
neural-based computers (including PC’s), entertainment

devices such as televisions. video tane recorders. videocams
GOVICCS SUCi as WalViSIons, ViGe 1ape reCorGLrs, viheolains,

compact or digital video disk (CD or DVD) player/
recorders, radios and cameras, other household electronic
devices, business electronic devices such as printers,
copiers, fax machines, automobile or other transportation
equipment devices, and other current or successor devices
incorporating one or more microprocessors (or functional or
structural equ1va1ents) especially those used directly by

mdividuals, utilizino one or more micronrocessors. made of
MIvVIGUALS, UhIZIng One Of MOTC MICTOPIOCESS0TS, MAte 01

inorganic compounds such as silicon and/or other inorganic
or organic compounds; current and future forms of main-
frame computers, minicomputers, microcomputers, and
even supercompulers are also be included. Such personal
computers as defined above have owners or leasers, which
may or may not be the same as the computer users. Con-
tinuous connection of computers to the network, such as the

Tniernel
iniernes,

TATWA or eauivalentc or sueeessors
vy vy vy, OF CQUIVAICIs OF SullOss0T5,

Parallel processing is defined as one form of shared
processing as involving two or more microprocessors
involved in solving the same computational problem or
other task. Massively paralle]l microprocessor processing
involves large numbers of microprocessors. In today’s
technology, massive parallel processing can probably be
considered to be about 64 microprocessors (referred to in
this context as nodes) and over 7,000 nodes have been
successfully tested in an Intel supercomputer design using
PC microprocessors (Pentium Pros). It is anticipated that
continued software improvements will make possible a
much larger number of nodes, very possibly limited only by
the number of microprocessors available for use on a given
network, even an extraordinarily large one like the Internet
or its equivalents and/or successors, like the Metalnternet.

Broadband wavelength or broad bandwidth network
transmission is defined here to mean a transmission speed
(usually measured in bits per second) that is at least high
enough (or roughly at least equivalent to the internal clock
speed of the microprocessor or microprocessors times the
number of microprocessor channels equaling instructions
per second or operations per second or calculations per
second) so that the processing inpui and ouiput of the
microprocessor is substantially unrestricted, particularly
including at peak processing levels, by the bandwidth of the
network connections between microprocessors that are per-
formlng some form of parallel processmg, partlcularly
1uL,1uu1ug llldhblve Pdldllcl ‘pTOCESMug Oll‘l‘:e l.lllb UCLIHILIOD
is dependent on microprocessor speed, it will increase as
microprocessor speeds increase. A rough example might be
a current 100 MIPS (millions instructions per sccond)
microprocessor, for which a broad bandwidth connection
would be g 5luatu| than 100 |||uvah|1\ per sccond \lvllqr\), this
is a rough approximation. However, a preferred connection
means referenced above is fiber optic cable, which currently
already provides multiple gigabit bandwidth on single fiber
thread and will improve significantly in the future, so the use

of fiber ontic cable virtnally acsures broad bandwidth for
Or 180T Opul Cal:l Vinwdany assurcs oréald 2anGwiGid 107

data transmission that is far greater than microprocessor
speed to provide data to be transmitted. The connection
means 0 provide broad bandwidth (ransmission can be
either wired or wireless, with wireless generally preferred
mputers {or equivalents or succes
and as otherwise mchuatcd bclow Wireless connection band-
width is also increasing rapidly and can be considered to
offer essentially the same benefit as fiber optic cable: data

transmission speed that far exceeds data processing speed.

is nreferred
15 proacrred.

w
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The financial basis of the shared use between owners/
leasers and providers would be whatever terms to which the
parties agree, subject to governing laws, regulations, or
rules, including payment from either party to the other based

an nerindic meacnrament af net nee Ar nravicinn of nrnececc
00 peoaIC measurement o1 el Use Of Provision o1 process

ing power.

In one embodiment, as shown in FIG. 1, in order for this
network structure to function effectively, there would be a
meter device 5 (comprised of hardware and/or software

and/or firmware and/or other comnonent) to measure the

and/or firmware and/or other component) to measure the
flow of computing power between PC 1 user and network 2
provider, which might provide connection to the Internet
and/or World Wide Web and/or Internet I and/or any present
or futurc cquivalent or successor 3, like the Mctalnternet. In
one embodiment, the PC user should be measured by some
net rating of the processing power being made available to
the network, such as net score on one or more standard tests
measuring speed or other performance characteristics of the
overall system speed, such as PC Magazine’s benchmark
test program, ZD Winstone (potentially including hardware
and/or software and/or firmware and/or other component
testing) or specific individual scores for particularly impor-
tant components like the microprocessor (such as MIPS or
millions of instructions per second) that may be ol
application-specific importance, and by the elapsed time
such resources were used by the network. In the simplest
case, for example, such a meter need measure only the time
ihe PC was made availabie io ihe neiwork ior processing 4,
which can be used to compare with time the PC used the
network (which is already normally measured by the
provider, as discussed below) to arrive at a net cost; potential
locations of such a meter include at a network compn ter such
as a server, at the PC, and at some po int on the connection
between the two. Throughput of data in any standard terms
is another potential measure.

In another embodiment, as shown in FIG. 2, there also
would be a meter device 7 (comprised of hardware and/or
software and/or firmware and/or other component)
measures the amount of network resources 6 that are being
used by each individual PC 1 user and their associated cost.
This would include, for example, time spent doing conven-
tional downloading of data from sitcs in the nctwork or
broadcast from the network §. Such metering devices cur-
rently exist to support billing by the hour of service or type
of service is common in the public industry, by providers
such as America Online, Compurserve, and Prodigy. The
capability of such existing devices would be enhanced to

inclide o meacnre of narallel nroceacing resonrees that are
nCGE a MOasure O1 paraund: ProCissing reSOuUrces wia are

allocated by the Internet Service Provider or equivalent to an
individual PC user from other PC users 6, also measuring
simply in time. The net difference in time 4 between the
results of meter 5 and meter 7 for a given period would

nrovide a reasonable h1l11nrr basis.
provige a abiC oLl

that

Alternately, as shown in FIG. 3, a meter 10 would also
estimate to the individual PC user prospectively the amount
of network resources needed to fulfill a processing request
from the PC user to the network (provider or other level of

network control) and aggociated nroiected cost
NeIWOrK <onirdi) ana associatea projeciea Cost,

means of approving the estimate by executing the request,
and a realtime readout of the cost as it occurs (alternatively,
this meter might be done only o alert 9 the PC user that a

given processing request 8 falls outside normal, previously
ters, such as level of cost). To t the
example of an unusually deep search request, a priority or
time limit and depth of search should optimally be criteria or
limiting parameters that the user can determine or set with

the device.

nrovide a
Proviae a

accented pa
accepted pa
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Preferably, the network would involve no payment
between users and providers, with the network system
(software, hardware, etc) providing an essentially equivalent
usage of computing resources by both users and providers

{cince anv network commuter onerated by either entity can
(SHICC any Nelwork Compuler operated vy einer enuty can

potentially be both a user and provider of computing
resources (even simultaneously, assuming multitasking),
with potentially an override option by a user (exercised on
the basis, [or example, of user profile or user’s credit line or
through relatively instant payment).

Preferably, as shown in FIG. 4, the priority and extent of
use of PC and other users can be controlled on a default-
to-standard-of-class-usage basis by the network (provider or
other) and overridden by the user decision on a basis
prescribed by the specilic network provider (or by another
level of network control). One obvious default basis would
be to expend up to a PC’s or other user’s total credit balance
with the provider described above and the network provider
then to provide further prescribed service on an debt basis up
to some set limit for the user; different users might have
different limits based on resources and/or credit history.

A specific category of PC user based, for example, on
specific microprocessor hardware owned or leased, might
have access 1o a set maximum number of parallel PC’s or
microprocessors, with smaller or basic users generally hav-
ing less access and vice versa. Specific categories of users
might also have different priorities for the execution of their
processing by ihe neiwork. A very wide range of speciiic
structural forms between user and provider are possible,
both conventional and new, based on unique features of the
new network computer system of shared processing
resources.

For example, in the simplest case, in an initial sysiem
embodiment, as shown in FIG. 4A, a standard PC 1 user
request 11 for a use involving parallel processing might be
defaulted by system software 13, as shown in FIG. 4E, to the
use of only one other essentlallv identical PC 1, mlcropro-
CESSOor LUI pdldllcl PIULCbbl[lg or [Ilulllldbmllg, as b[lUW[l 1[1
I'IG. 4C; larger standard numbers of PC microprocessors,
such as about three PC’s at the next level, as shown in later
FIG. 10G (which could also illustrate a PC 1 user exercising
an override option to usc a level of services above the default
standard of one PC rﬁicroprocessol, presumamy at extra
cost), for a total of about four, then about 8, about 16, about
32, about 64 and so on, or virtually any number in between,
would be made available as the network system is upgraded
over time, as well as the addition of sophisticated override

ontions Buantually many more DO micronrocessors wonld
Opusiis. cveiwiauy many more ru mMiCroproCesstrs Wit

be made available to the standard PC user (virtually any
number), preferably starting at about 128, then about 256,
then about 512, then about 1024 and so on over time, as the
network and all of its components are gradually upgraded to

handle the increasine numbers
nanae 12 DuUmocCrs.

the standard user level is essentially unlimited over time.
Preferably, for most standard PC users (including present

and future equivalents and successors), connection to the

Internet (or present or future equivalents or successors like

the Metalnterner) would he at no cost to PC ngers. gince in
e Micltainternely wouiG be at no Cost 10 e Users, since in

exchange for such Internet access the PC users would
generally make their PC, when idle, available to the network
[or shared processing. Preferably, then, competition between

Internet Service Providers (including present and future
Pmn\m]enrq and cnr‘r‘eccr\rq\ for PC user customers would be

over such factors as the convenience and quality of the
access service provided and of shared processing provided at
no addition cost to standard PC users, or on such factors as
the level of shared processing in terms, for example of

Svstem scalability at even
System scaiabuily at even

w
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number of slave PC’s assigned on a standard basis to a
master PC. The ISP’s would also compete for parallel
processing operations, from inside or outside the ISP
Networks, to conduct over their networks.

In auuuluu as shown in I'IG. J in another embodiment
there would be a (hardware and/or software and/or firmware
and/or other) controlling device to control access to the
uscr’s PC by the network. In its simplest form, such as a
manually activated electromechanical switch, the PC user
could set this controller device to make the PC available to
the network when not in use by the PC user. Alternatively,
the PC user could set the controller device to make the PC
available to the network whenever in an idle state, however
momentary, by making use of multitasking hardware and/or
software and/or firmware and/or other component
(broadcast or “push” applications from the Internet or other
network could still run in the desktop background) Or, more
simply, as shown in FIG. 5A, whenever the state that all user
applications are closed and the PC 1 is available to the
network 14 (perhaps after a time delay set by the user, like
that conventionally used on screensaver software) is
detected by a software controller device 12 installed in the
PC, the device 12 would signal 15 the network computer
such as a server 2 that the PC available to the network, which
could then control the PC 1 for parallel processing or
multitasking by another PC. Such shared processing can
continue until the device 12 detects the an application being
0p6ﬂ6u 16 in the first PC \Ul at first use of kﬁ}'uucuu 101
quicker response, in a multitasking environment), when the
device 12 would signal 17 the network computer such as a
server 2 that the PC is no longer available to the network, as
shown in FIG. 5B, so the network would then terminate its

nse of the firgt DO
Use OI Wi st ro.

In a preferred embodiment, as shown in FIG. 6, there
would be a (hardware and/or software and/or firmware
and/or other componcent) signaling device 18 for the PC 1 to
indicate or signal 15 to the network the user PC’s availability
14 for nctwork usc (and whether full usc or multitasking
only) as well as its specific (hardware/software/firmware/
other components) configuration 20 (from a status 19 pro-
vided by the PC) in sufficient detail for the network or
network computer such as a server 2 to utilize its capability

effectivelvy
CUCCuvaly.

would be resident in the user PC and broadcast its idle state
or other status (upon change or periodically, for example) or
respond to a query signal from a network device.

Also, in another embodiment, as shown in FIG. 7, there
would be a (hardware/software and/or firmware and/or other
component) transponder device 21 resident in a part of the
network (such as network computer, switch, router, or
another PC, for examples) that receives 22 the PC device

status broadcast and/or queries 26 the PC for its status, as
FIG. 7

7

the transnonder device
i0¢ wansponaer aevice

In one embodiment
i1 0ne embodiment,

shown in
SOowWN Ir

In one embodiment, as shown in FIG. 8, the network
would also have resident in a part of its hardware and/or
software (and/or firmware and/or other components) a
capacity such as to allow it to most effectively select and

utilize the availahle ucer P(¢ tg nerform narallel nrocessinge
UialZ8 1l avaliaoiC UsCY v 5 10 poriOi parant: proCissing

initiated by PC users or the network providers or others. To
do so, the network should have the (hardware and/or soft-
ware and/or firmware and/or other component) capability of

locating each PC accurately at the PC’s position on the
aPnnrznhnﬂ rrr1r1 lines/connection means 23 so that naraﬂpl

geographic grid lines/connection means 23 so that parallel
processing occurs between PC’s (PC 1 and PC 1,) as close
together as possible, which should not be difficult for PC’s
at fixed sites with a geographic location, customarily
grouped together into cells 24, as shown in FIG. 8, but which
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requires an active system for any wireless microprocessor to
measure its distance from its network relay site, as discussed
below in FIG. 14.

One of the primary capabilities of the Internet (or Internet
I or successor, like the Metalnternet) or WWW network
computer would be to facilitate searches by the PC user or
other user. As shown in FIG.
suitable to multiple processing, since, for example, a typical
search would be to find a specific Internet or WWW site with
specific information. Such site searches can be broken up
geographically, with a different PC processor 1' allocated by
the network communicating through a wired means 99 as
shown (or wireless connections) to search each area, the
overall area being divided into eight separate parts, as
shown, which would preferably be about equai, so that the
total search would be about %5 as long as il one processor did
it alone (assuming the PC 1 microprocessor provides control
only and not parallel processing, which may be preferable in
some case).

9, searches are particularly

As a typical example, a single PC user might need 1,000
minutes of scarch time to find what is requested, whercas the
network computer, using multiple PC processors, might be
able to complete the search in 100 minutes using 10
processors, or 10 minutes using 100 processors or 1 minute
using 1,000 processors (or even 1 second using 60,000
processors); assuming performance transparency, which
should be achievable, at least over time. The network’s
external parallel processing would optimally be completely
scalable, with virtually no theoretical limit.

The above examples also illustrates a tremendous poten-
tial benefit of network parallel processing. The same amount
of network resources, 60,000 processor seconds, was
cxpended in cach of the cqulvalcnt cxamplcs. But by using
relatively large multiples of processors, the network can
provide the user with relatively immediate response with no
difference in cost (or relatively little difference)—a major
benefit. In effect, each PC user linked to the network
providing external parallel processing becomes, in effect, a
virtual supercomputer! As discussed below, supercomputers
would experience a similar quantum eap in performance by
employing a thousand-fold (or more) increase in micropro-
cessors above current levels.

Such power will likely be required for any effective
searches in the World Wide Web (WWW). WWW is cur-
rently growing at a ratc such that it is doubling cvery ycar,
so that searching for information within the WWW will
become geametrically more difficult in future years, particu-
larly a decade hence, and it is already a very significant
difficulty to find WWW sites of relevance to any given
search and then to review and analyze the contents of the
site.

So the f‘”p@blht‘,’ to search with massive paral]“l process-
ing will be required to be effective and will dramatically
enhance the capabilities of scientific, technological and
medical researchers.

Such enhanced capabilities for searching (and analysis)

will aleg fundamentally alter the relationshin of buvers and
Win &S0 uNGamenidny anll il rliaulnsaip O1 cuyCers and

sellers of any items and/or services. For the buyer, massive
parallel network processing will make it possible to find the
best price, worldwide, for any product or the most highly

rated product or service (for performance, reliability, etc.)
within a

performance or the highest rated product for a given price
point and so on. The best price for the product can include
best price for shipping within specific delivery time param-
eters acceptable to the buyer.

best combination of ﬂr1m=’

cateoorv or the
category or the
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For the seller, such parallel processing will drastically
enhance the search, worldwide, for customers potentially
interested in a given product or service, providing very
specific targets for advertisement. Sellers, even producers,

will be able to know their customers directly and interact
Wi 0C avie 10 K00W el cuslomers direcuy and interact

with them directly for feedback on specific products and
services to better assess customer satisfaction and survey for
new product development.

Similarly, the vastly increased capabilily provided by the
system’s shared naraﬂtl nrm‘essmo will nrndnre mmnr
improvements in complcx simulations like modelmg world-
wide and local weather systems over time, as well as design
and testing of any structure or product, from airliners and
skyscrapers, to new drugs and to the use of much more
sophisticated artificial intelligence (Al) in medical treatment
and in sorting through and organizing the PC users volumi-
nous input of electronic data from “push” technologies.
Improvements in games would aiso be evident, especiaily in
terms of realistic simulation and interactivity.

As is clear from the examples, the Internet or WWW
network computer system like the Metalnternet would
potentially put into the hands of the PC user an extraordinary
new level of computer power vastly greater than the most
powerlul supercompuler existing today. The world’s total of
microchips is already about 350 billion, of which about 15
billion are microprocessors of some kind (most are fairly
simple “appliance” type running wrist watches, Televisions,
cameras, cars, iclephones, eic). Assuming growih ai lis
current rates, in a decade the Internet/Internet II/WWW
could easily have a billion individual PC users, each pro-
Viding a average total of at least 10 highly sophisticated
mlcroprocessors (assummg PC’s with at least 4 mlcropm-
CCSSOIS \Ul more, such as 16 1‘1‘11Cfup1
example) and associated other handheld, home
entertainment, and business devices with microprocessors or
digital proccssing capability, like a digital signal proccssor
or successor devices). That would be a global computer a

Aconada
acaad

CSSOIrs Or JA LUI

from now madc of at lcast 10 billion
microprocessors, interconnected by electromagnetic wave
means at speeds approaching the speed of light.

In addition, if the exceptionally numerous “appliance”
microprocessors noted above, cspecially thosc that opcrate
now intermittently like personal computers, are designed to
the same basic consensus industry standard as parallel
microprocessors for PC’s (or equivalents or successors) or
for PC “systems on a chip” discussed later in FIGS. 10A-H
and if also connected by broad bandwidth means such as
fiber optic cable or equivalent wireless, then the number of
parallel processors potentially available would increase
roughly about 10 times, for a net potential “standard”
computing performance of up to 10,000 times current per-

formance within fifteen years, exclusive of Moore’s Law

r'r\nhnp 1nr‘rp'Acpc
rouine mnerea

operating miCroprocessors followed the same basic d651gn
standards, then although the cost per microprocessor would
rise somewhat, especially initially, the net cost of computing
for all users would fall drastically due to the general per-
Fnrmagr;c increase due to the use of otherwise idle ¢
ance” microprocessors. Overall system costs will theretore
compel such microprocessors, which are currently specialty
devices, to become virtually all general microprocessors
(like PC’s) with software and firmware providing most of
their distinguishing functionality.

To put this in context, a typical supercomputer today
utilizing the latest PC microprocessors has less than a
hundred. Using network linkage to all external parallel
processing, a peak maximum of perhaps 1 billion micropro-

I\/Tnmmmr if all r‘-nrrpnﬂv mmrmnmnﬂv
termittent!

‘appli-
appl
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cessors could be made available for a network supercom-
puter user, providing it with the power 10,000,000 times
greater than would be available using today’s internal par-
allel processing supercomputers (assuming the same micro-

nrocessor technolooy) Recaunce of it’s virtually limitless
PIoCEssor w0Canoiogy ). £eCaust O IUS virluany uimiudcss

scalability mentioned above, resources made available by
the network to the supercomputer user or PC user would be
capable of varying significantly during any computing
function, so that peak computing loads would be met with

pﬁpr-hvp]v whatever level of resources are necessary.

In summary, regarding monitoring the nel provision of
power between PC and network, FIGS. 1-9 show embodi-
ments of a system for a network of computers, including
personal computers, comprising: means for network services

including browsing functions,

as well ag chared comnuter
meugding Srowsir NCHICNS, dS Welil as siared CoIn

puter
processing such as parallel processing, to be provided to the
personal computers within the network; at least two personal
computers; means for at least one of the personal computers,
when idled by a personal user, to be made available tem-
norzrﬂv to hrnvﬁﬁ th

red comnuter proce

computer proc
to the network; and means for monitoring on a net ba51s the
provision of the services to each the personal computer or to
the personal computer user. In addition, FIGS. 1-9 show
embodiments including where the system is scalar in that the
system imposes no limit to the number of the personal
computers, including at least 1024 personal computers; the
system is scalar in that the system imposes no limit to the
number of personal computers participating in a singie
shared computer processing operation, including at least 256
personal computers; the network is connected to the Internet
and its equivalents and successors, so that the personal
cornputers includes at least a million personal cornputerS'
ihe neiwork is connecied 1o the World Wide Web and iis
successors; the network includes at least one network server
that participates in the shared computer processing.; the
monitoring means includes a meter device to measure the
flow of computing power between the personal computers
and the network; the monitoring means includes a means by
which the personal user of the personal computer is provided
with a prospective estimate of cost for the network to
execute an operation requested by the personal user prior to
cxccution of the opceration by the network; the system has a
contiol means Uy' which to pﬁﬁﬂlt and to ueny access to the
personal computers by the network for shared computer
processing; access to the personal computers by the network
is limited to those times when the personal compuiers are
idle; and the personal computers having at least one micro-
processor and communicating with the network through a
connection means having a speed of data transmission that
is at least greater than a peak data processing speed of the
MICrOProcessor.

A]so relative to rnarntarnmg a standard cost, FIGS. 1-9
k of computcrs,
including personal computers, comprising: means for net-
work services including browsing functions, as well as
shared computer processing such as parallel processing, to
be provided to the personal computers within the network;

at least two nersgnal comnuters: means for at least one of the
al ieast IWO persona: COMPpuUlers; means ior at :east one oI o

personal computers, when idled by a personal user, to be
made available temporarily to provide the shared computer
processing services (o the network; and means for maintain-
ing a standard cost basis for the provision of the services to
each pers:

ng services

AF o £
II.S \H (I. \ \I.\/lll I\”

1 computer or to the pers nal computer user. In

addition, FIGS. 1 9 show crnbodrmcuts including where the
system is scalar in that the system imposes no limit to the
number of personal computers, including at least 1,024
personal computers; the system is scalar in that the system

w
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av
imposes no limit to the number of the personal computers
participating in a single shared computer processing
operation, including at least 256 personal computers; the
network is connected to the Internet and its equivalents and

successors. so that the nersonal computers include at least a
SUCCesSsors, SO that e personal computers inciuae at weast a

million personal computers; the standard cost is fixed; the
fixed standard cost is zero; the means for maintaining a
standard cost basis includes the use of making available a
standard number of personal computers [or shared process-
ing by personal computers; the network is connected to the
World Wide Web and its successors; the personal user can
override the means for maintaining a standard cost basis so
ihai ihe personal user can obiain addiilonal neiwork ser-
vices; the system has a control means by which to permit and
to deny access to the personal computers by the network for
shared computer processing; the personal computers having
at least one mrcroprocessor and commumcatmg with the
llleUlK tﬂlUllgll a conicciion means ua"l g a bP\abU UL Udl.d
transmission that is at least greater than a peak data pro-
cessing speed of the microprocessor.

Browsing functions generally include functions like those
standard functions provided by current Internet browsers,
such as Microsoft Explorer 3.0 or 4.0 and Netscape Navi-
gator 3.0 or 4.0, including at least searching World Wide
Web or Internet sites, exchanging E-Mail worldwide, and
worldwide conferencing; an intranet network uses the same
browser software, but might not include access to the
Internet or WWW. Shared Proc
cessing and multitasking processing involving more than
two personal computers, as defined above. The network
system is entirely scalar, with any number of PC micropro-
Cessors potentially possible

o TTOIGQ 1TOA
ﬂb bllUV\ 11 111 L1110, LUI‘\-JUL

includes par allel pro-

il PR,

lU UCdl Wit UPCld.I.IUUdl leU
security issues, it may be optrrnal for individual users to
have one microprocessor or equivalent device that is
designated, permancntly or temporarily, to be a master 30
controlling device (comprised of hardware and/or software
and/of firmwarc and/or othcr componcnt) that remains unac-
cessible (preferably using a hardware and/or software and/or
firmware and/or other component firewall 50) directly by the
network but which controls the functions of the other, slave
microprocessors 40 when the network is not utilizing them.

Tor exampm, as shown in ['IGS. 1"1‘\ a Lyprcar PC1
might have four or five microprocessors (even on a single
microprocessor chip), with one master 30 and three or four
slaves 40, depending on whether the master 30 is a controller
exclusively (through different design of any component
part), requiring four slave microprocessors 4@ preferably; or
the master microprocessor 30 has the same or equivalent
microprocessing capability as a slave 40 and multiprocesses
in parallel with the slave microprocessors 40, thereby requir-

ing only three slave microprocessors 40, preferably. The

number of PC slave microprocessors 40 can be increased to

virtually any other number, such as at least about eight,
aboul 16, about 32, about 64, about 128, about 256, about
512, about 1024, and so on (these multiples are preferred;
the PC master microprocessors 30 can also be increased.
Also included is the n'l'f‘fﬁl"l‘ﬁr] firewall 50 between master 30

and slave 40 microprocessors. As shown in preceding FIGS.
1-9, the PC 1 in FIG. 10A is preferably connected to a
network computer 2 and to the Internet or WWW or present
or future equivalent or successor 3, like the Metalnternet.

r hrmr‘a] PCh

rdware compon:

61, ﬂoppy diskette 62, CD- ROM 63, DVD 64, Flash
memory 65, RAM 66, video or other display 67, graphics
card 68, and sound card 69, together with the software
and/or firmware stored on or for them, can be located on

as hard drive
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either side of the preferred firewall 50, but such devices as
the display 67, graphics card 68 and sound card 69 and those
devices that both read and write and have non-volatile
memory (retain data without power and generally have to

written gver to pr-mp\ such as hard drive 62. Flach memory
WIS OVOL 10 CIasg), Sudil as fafG Grive Y&, £'1a5:0 MCinory

65, floppy drive 62, read/wrlte CD-ROM 63 or DVD 64 are
preferred to be located on the PC user side of the firewall 50,
where the master microprocessor is also located, as shown
in FIG. 10A, for security reasons primarily. Alternately, any
or these devices that are dlmhcahvr (nr for other exr)en’rmna]
needs) like a second hard drive 61 can be located on the
network side of the firewall 50. RAM 66 or equivalent
memory, which typicaily is volatiie (data is iost when power
is interrupted), should generally be located on the network
side of the firewall 50. However, at least a portion of RAM
is can be kept on the Master 30 microprocessor side of the
firewall 50, so that the PC user can use retain the ability to
use a core of user PC 1 processing capability entirely
separate from any network processing; if this capability is
not desired, then the master 30 microprocessor can be
moved to the network side of the firewall 50 and replaced
with a simpler controller on the PC 1 user side.

And the master microprocessor 30 might aiso control the
use of several or all other processors 60 owned or leased by
the PC user, such as home entertainment digital signal
processors 70, especially if the design standards of such
microprocessors in the future conforms to the requirements
of neiwork paraliel processing as described above. In ihis
general approach, the PC master processor would use the
slave microprocessors or, if idle (or working on low priority,
deferable processing), make them available to the network
provider or others to use. Preferably, wireless connections
lUU WG"Lhu De exte‘ﬂsf\fﬁly LIDCU 11] 1]011]6 or Uub [1CSS 11C lVVUll\
systems, including use of a master remote controller 31
without (or with) microprocessing capability, with prefer-
ably broad bandwidth conncctions such as fiber optic cablc
connecting directly to at least one component such as a PC
1 shown in a slave buuugulauuu, of thc homc or busincss
personal network system; that preferred connection would
link the home system to the network 2 such as the Internet
3, as shown in FIG. 101

In the simplest configuration, as shown in FIG. 10B, thc
PC 1 would have a single master microprocessor 3¢ and a
single slave microprocessor 40, preferably separated by a
firewall 50, with both processors used in parallel or multi-
tasking processing or with only the slave 40 so used, and
preferably connected to a network computer 2 and Internet

2 {and auccessors like the Metalnternet) Virtually anv
O ana suclessors 1ike ine MOlaimieinei). Viriuauy any

number of slave microprocessors 40 is possible. The other

non-microprocessor components shown in FIG. 10A above s

might also be included in this simple FIG. 10B configura-

tion.
Deaforalle chawvrn 1n BT 100 e et
UTCICraniy, as Snown i rils. 1ui,, IIII\/I\JI!I\!L/\J\;

expected to integrate most or all of the other necessary
computer components (or their present or future equivalents
or successors), like a PC’s memory (RAM 66, graphics 82,
sound 83, power management 84, network communications

88 and video nrocessino 88 nossibly includino modem 87
&3, andG ViGeo ProClssing §9, pOSSICy 1nCiuGing oGl &7,

flash bios 88, and other components or present or future
equivalents or successors) and internal bus, on a single chip
90 (silicon, plastic, or other), known in the industry as
“system on a chip”. Such a PC micro chip 90 would
preferably have the same architecture as that of the PC 1
shown above in FIG. 10A: namely, a master control and/or
processing unit 93 and one or more slave processing units 94
(for parallel or multitasking processing by either the PC 1 or

the Network 2), preferably separated by a firewall 50 and

w

40

45
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40
preferably connected to a network computer 3 and the
Internet 3 and successors like the Metalnternet. In the
simplest case, as shown in FIG. 10D, the chip 90 would have
a single master unit 93 and at least one slave unit 94 (with

the master havine a controlline function only or a nrocessine
¢ master naving a conuroning unclion ooy Of a processing

function also), preferably separated by a firewall 50 and
preferably connected to a network computer 3 and the
Internet 3 (and successors like the Metalnternet).

As noted in the second paragraph of the introduction to

the backoround of the invention. in the prpﬁarrpr‘] network

the bacxgroungd of the mvention, 1n tne preierred networx

invention, any computer can potentially be both a user and
provider, alternatively—a dual mode. Consequently, any PC
1 within the network 2, preferably connected to the Internet
3 (and successors like the Metalnternet), can be temporarily
a master PC 30 at one time ir
tasking processing request to the network 2 for execution by
at least one slave PC 40, as shown in FIG. 10E. At another
time the same PC 1 can become a slave PC 40 that executes
a parallel or multitasking processing request by another PC
1’ that has temporarily assumed the function of master 30, as
shown in FIG. 10F. The simplest approach to achieving this
alternation is for both master and slave versions of the
paraiiel processing software to be ioaded in each or every PC
1 that is to share in the parallel processing, so cach PC 1 has
the necessary software means, together with minor operation
modifications, such as a switching means by which a signal
request for parallel processing initiated by one PC 1 user
using masier soiiware 1s iransmiiied 0 ai leasi a second PC
1, triggering its slave software to respond to initiate parallel
processing.

As shown in FIGS. 10G and 10H, which are parallel to
FIGS. 10E and 10F, the number of PC slave processors 40
can be increased o any virtuaily other number, such as at
least about 4; the processing system is completely scalar, so
that further increases can occur to about eight, about 16,
about 32, about 64, about 128, about 256, about 512, about
1024, and so on (these multiples indicated are preferred); the
PC master microprocessors 30 can also be increased.

In summary, relative to the use of master/slave computers,
FIGS. 10A-10H show embodiments of a system for a
network of computers, including personal computers, com-
prising: at least two the personal computers; means for at
least one ihe personal compuier, when direcied by iis per-
sonal user, to function temporarily as a master personal
computer to initiate and control the execution of a computer
processing operation shared with at least one other the
personal computer in the network; means for at least one
other the personal computer, when idled by its petsonal user,
to be made available to function temporarily as at least one
slave personal computer to participate in the execution of a
sharcd computcr processing operation controlled by the
master personal computer; and means for the personal
computcrs to altcrnate as dirccted between functioning as a
master and functioning as a slave in the shared computer
processing operations. In addition, FIGS. 10A-10H show
embodiments including wherein the system is scalar in that
the system imposes no limit to the number of personal

comnutere:
COMpuilts,

computers; the system is scalar in that the system imposes no
limit to the number of personal computers participating in a
single shared computer processing operalion, including at
least 256 said personal computers; the system is scalar in
that the system 1mnr\c9c no limit to the number of nprqnnn]

ting a parallel or multi-
=3 I

the gvstem includes at least 256 <aid nersonal
e sysiem Inciuaes atl ieast L50 SalG personal

computers participating in a single shared computer pro-
cessing operation, including at least 256 said personal com-
puters; the network is connected to the Internet and its
equivalents and successors, so that personal computers
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include at least a million personal computers; the shared
computer processing is parallel processing; the network is
connected to the World Wide Web and its successors; a
means for network services, including browsing and broad-

cast functions. as well as shared computer nrocessine such
Cast tuiCuons, as W as saarch COOipuiel proCossiiig suci

as parallel processing, are provided to said personal com-
puters within said network; the network includes at least one
network server that participates in the shared computer
processing; the personal computers include a transponder

means o that a master pprcnna] comnuter can determine the

means so that a master personal compuler can getermine .

closest available slave personal computers; the closest avail-
able slave personal computer is compatible with the master
personal computer to execute said shared computer process-
ing opcration; the personal computers having at lcast onc
microprocessor and communicating with the network
through a connection means having a speed of data trans-
mission that is at least greater than a peak data processing
speed of the microprocessor.

The preferred use of the firewall 50, as described above in
FIGS. 10A-1011, provides a solution to an important secu-
rity problem by preferably completely isolating host PC’s 1
that are providing slave microprocessors to the network for
parallel or other shared processing functions from any
capability to access or retain information about any element
about that shared processing. In addition, of course, the
firewall 50 provides security for the host PC against intru-
sion by outside hackers; by reducing the need for encryption
and authentication, the use of firewalis 50 will provide a
relative increase in computing speed and efficiency. In
addition to computers such as personal computers, the
firewall 50 described above could be used in any device with
“appliance”-type microprocessors, such as telephones, tele-
visions or cars, as discussed above.

In summary, regarding the use of firewalls, FIGS.
10A-10H show embodiments of a system architecture for
computers, including personal computers, to function within
a network of computers, comprising: a computer with at
least two microprocessors and having a connection means
with a network of computers; the architecture for the com-
puters including a firewall means for personal computers to
limit access by the network to only a portion of the
hardware, software, firmware, and other components of the
personal compuiers; ithe firewall means will not permit
access by the network to at least a one microprocessor
having a means to function as a master microprocessor to
initiate and control the execution of a computer processing
operation shared with at least one other microprocessor
lld.Vlng a means to lul]cliUlJ as a bldVC lillblUPlU\,EbbUl, dllU
the firewall means permitting access by the network to the
slave microprocessor. In addition, the system architecture
cxplicitly includes embodiments of, for cxample, the com-
puter is a personal computer; the personal Compuler is a
|||'|CT(‘!C||'|I‘J; the C\"!l’T‘lI‘J‘L‘uCT have a control mcans U_y which to
permit and to deny access to the computer by the network for
shared computer processing; the system is scalar in that the
system imposes no limit to the number of personal
computers, including at least 256 said personal computers;

the network is connected to the Internet and its eguivalents
¢ DEIWOIK 1S Connecied 1o e internet ana iis equivaients

and successors, so that the personal computers include at
least a million personal computers; the system is scalar in
that the syslem imposes no limit o the number of personal

computers participating in a single shared computer pro-
{‘PQQH’]U r\ﬂprm

puters; thc pcrsoual computers having at lcast one micro-
processor and communicating with the network through a
connection means having a speed of data transmission that
is at least greater than a peak data processing speed of the

1|r11nrr at least 256 <aid hprqr\na] com-
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microprocessor. of the computer being a personal computer;
the personal computer being a microchip; the computer have
a control means by which to permit and to deny access to the
computer by the network for shared computer processing;
and ihe neiwork being connecied io ihe Iniernei and iis
SUCCEeSSOTS.

If the PC 1 m1rrnnrnr:3550r5 noted above are deﬂggf;rj to
the same basic consensus industry standard as parallel
microprocessors for PC’s (or equivalents or successors) as in
FIGS. 10A-10B or for PC “systems on a chip” discussed in
FIGS. 10C-10D, then although the cost per microprocessor
could rise somewhat, especially initially, the net cost of
computing for all users would fall drastically almost
instantly due to the general performance increase due to the
use of otherwise idie “appliance” microprocessors. The
potential very substantial benelit (o all users should provide
a powerful force to reach consensus on important industry
hardware, software, and other standards on a continuing
basis for such basic parallel network processing designs. If
such basic indusiry siandards are adopied ai ihe ouisei and
for the least number of shared microprocessors initially, and
if design improvements incorporating greater complexity
and more shared microprocessors are phased in gradually
overtime on a step by step basis, then conversion to a
lvlbld.llli.clrlcl. aTCHﬁ.CCﬁHu dl. dll COTHPOHCHL lb\/blb bllULllU Ub
relatively easy and inexpensive (whereas an attempt at
sudden, massive conversion would be hugely difficult and
prohibitively expensive). The scalability of the Metalnternet
system architecture (both vertically and horlzontally) as

nnnnnnnnnnnnnnnnnn

d\zb\/llb\/d h\/l\/lll WUuld ].JJG:II\\\/ lhlb bbll)lUl\/ d}lyludbll PUD'
sible.

By 1998, manufacturing technology improvements will
allow 20 million transistors to fit on a single chip (with
circuits as thin as 0.25 microns) and, in the next cycle, 50
miilion iransisiors using .18 micron circuiis. Preferably,
that entire computer on a chip would be linked, preferably
directly, by fiber optic or other broad bandwidth connection
means so that the limiting factor on data throughput in the
network system, or any part, is the speed of the linked

1“11&,1‘UP TOCCSSOIS LllCl JbClVCb

For computers that are not reduced to a single chip, it is
also preferred that the internal bus of any such PC’s have a
transmission speed that is at least high enough that the all
processing operations of the PC microprocessor or micro-
processors is unresiricted and that the microprocessor chip
or chips are directly linked by fiber optic or other broad
bandwidth connection, as with the system chip described
above.

The individual user PC’s can be connected to the Internet
(via an Intranet)/Internet I/WWW or successor, like the
Metalnternet (or other) network by any eclectromagnetic
means, with the speed of fiber optic cable being preferred,
but hybrld systcrns using fiber optlc cable for trunk lines and
coaxial cable to individual users may be more cost effective
initially, but much less preferred unless cable can be made
(through hardware and/or software and/or firmware and/or
other component means) to provide sufficiently broad band-
width connections to provide unrestricted throughput by
connected microprocessors. Given the speed and bandwidth
of transmission of fiber optic or equivaient connections,
conventional network architecture and structures should be
acceptable for good system performance, making possible a
virtual complete interconnection network between users.

However, the best speed for any parallel processing
operation should be obtained, all other things being equal,
by utilizing the available microprocessors that are physically
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the closest together. Consequently, as shown previously in
FIG. 8, the network needs have the means (through hard-
ware and/or software and/or firmware and/or other
component) to provide on a continually ongoing basis the
capability for each PC io know ihe addresses of ihe nearest
available PC’s, perhaps sequentially, from closest to
farthest, for the area or cell immediately proximate to that

PC and then those cells of adjacent areas.

Network architecture that clusters PC’s together should
therefore be preferred and can be constructed by wired
means. However, as shown in FIG. 11, it would probably be
optimal to construct local network clusters 101 (or cells) of
personal computers 1' by wireless 100 means, since physical
proximity of any PC 1 to its closest other PC 1' should be
easier to access directly that way, as discussed further beiow.
Besides, it is economically preferable [or at least several
network providers to serve any given geographic area to
provide competitive service and prices.

Optimally, then, those wireless PC connections should be
PC resident and capable of communicating by wireless or
wircd mcans with all available PC’s in the cluster or cell
geographic area, both proximal and potentially out to the
practical limits of the wireless transmission.

As shown in FIG. 12, wireless PC connections 100 can be
made to existing non-PC network components, such as one
or more satellites 110, or present or future equivalent or

successor comnonents and the wireless transmissions can be
SUCCOSSOT COMPONCns and uid WirciCss wansmissions Can o

conventional radio waves, such as infrared or microwave, or

any other part of the electromagnetic wave spectrum.
Moreover, as shown in FIG. 13, such a wireless or wired

appmach would also make it easily po&sible in the future to

1 el

1 Wil

UCVCLUP llCLWUll\ Llublclb LUL Ul ﬂ.leldUlC rp >
complete interconnectivity; i.e., each available PC 1 in the
cluster 101 is directly connected (preferably wirelessly 100)
to cvery other available PC 1 in the cluster 101, constantly
adjusting to individual PC’s becoming available or unavail-
Given the SpCCd of somc wircd broad bandwidth
connections, like fiber optic cable, such clusters 101 with
complete interconnectivity is certainly a possible embodi-
ment.

alhla
avliv.

As shown in FIG. 14A-14D, such wireless systeins would
optimally include a wireless device 120 comprised of hard-
ware and/or software and/or firmware and/or other
component, like the PC 1 availability device described
above preferably resident in the PC, but also with a network-
like capability of measuring the distance from each PC 1 in
its cluster 101 by that PC’s signal transmission by transpon-
der or its functional equivalent and/or other means to the
nearest other PC’s 1' in the cluster 101. As shown in FIG.
14A, this distance mcasurcment could be accomplished in a
conventional manner between transponder devices 120 con-
101; for cxample, by
measuring in effect the time delay from wireless transmis-
sion by the transponder device 120 of an interrogating signal
105 to request initiation of shared processing by a master PC

1 to the reception of a wireless transmission response 106

nootod to cash DO e tha olhagtor
NCCiCa 10 <¢acn 1. in inC Ciusicr

cionalino availahility to function as a slave PC from each of
Sighnanng avahacuity O tunCuln as a 5:ave oL 10 ali O1

the idle PC’s 1' in the cluster 101 that has received the
interrogation signal 105. The first response signal 106'
received by the master PC 1 would be from the closest

available slave PC 1" (assuming the simplest shared pro-
{‘PQQH’]U case of one glave PC and one master PP\ which

Would be selected for the shared processing operation by the
requesting master PC 1, since the closer the shared
microprocessor, the faster the speed of the wireless connec-
tions 100 would be between sharing PC’s (assuming equiva-
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lence of the connection means and other components among
each of the PC’s 1'). The interrogation signal 105 might
specify other selection criteria also, for example, for the
closest compatible (initially perhaps defined by a functional

reguirement of the svstem to be an identical micronrocessor)
requirement o1 tie sysiem 1o ve an 1aentiCar MICroprocessor)

slave PC 1", with the first response signal 106' being selected
as above.

This samc transpondcr approach also can be used between
PC’s 1" connected by a wired 99 means, despite the fact that

nces would gene ,l]v be greater (Q] ce not
line of 51ght as is wireless), as shown in FIG. 14A since the
speed of transmission by the preferred broad bandwidth
transmission means such as fiber optic cabie is so high as to
offset that greater distance. From a cost basis, this wired
approach might be preferable for such PC’s already con-
nected by broad bandwidth transmission means, since addi-
tional wireless components like hardware and software
would not be necessary. In that case, the same transponder
device 120 would preferably be operated in wired clusters
101 in generally the same manner as described above for
PC’s connected in wireless clusters 101. Networks incorpo-
rating PC’s 1 connected by both wireless and wired means
are anticipated,
tioned in [IG. 101, with mobile PC’s or other computing
devices preferably using wireless connections. Depending
on distances between PC’s and other factors, a local cluster
101 of a network 2 might connect wirelessly between PC’s
and with the network 2 through transponding means linked
to wired broad bandwidth transmission means, as shown in
FIG. 14C.

As shown in FIG. 14D, the same general transponder
device means 120 can also be used in a wired 100 network
sysicim 2 ﬁl‘ﬂpiuyiug network servers 98 UPCldLCLl, for
example, by an ISP, or in other network system architectures
(including client/server or peer to peer) or topologies
(including ring, bus, and star) well known in the art or their
future equivalents or successors.

The FIG. 14 approach to establishing local PC clusters
101 for parallel or other shared processing has major advan-
tage in that it avoids using network computers such as
servers (and, if wireless, other network components includ-
ing cven conncction means), so that the cntirc local systcm
of PC’s within a cluster 181 would operate independently of
network servers, routers, etc. Moreover, particularly if con-
nected by wireless means, the size of the cluster 101 could
be quite large, being limited generally by PC transmission
power, PC reception sensitivity, and local conditions.
Additionally, one cluster 181 could communicate by wire-
less 100 means with an adjacent or other clusters 101, as
shown in FIG. 14B, which could include those beyond its
direct transmission range.

To improve response speed in shared processing involv-
|||5 a \lglllﬁualll numbcr of slave PC’s 1|
parallel processing network for PC’s 1 in a cluster 101
would preferably be established before a processing request
begins. This would be accomplished by the transponder
device 120 in each idle PC 1, a potential slave, broadcasting

hy transnonder 120 it availabhle state when it hecomes idle
Oy ansponGll 14y IS avanacs® 5iail wilh 1t oCComes 1ud

and/or periodically afterwards, so that each potential master
PC 1 in the local cluster 101 would be able to maintain
relatively constantly its own directory 121 of the idle PC’s

1 closest to it that are available to function as slaves. The
directory 121 would contain, for example, a list of about the
standard use number of slave PC’s 1 for the master PC
(which initially would probably be just one other PC 1") or
a higher number, preferably listed sequentially from the

closest available PC to the farthest. The directory of avail-

like the home or business network men-

wvirtiial matontial
a virituai POLCiitian
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able slave PC’s 1 would be preferably updated on a rela-
tively up to date basis, either when a change occurs in the
idle state of a potential slave PC in the directory 121 or
periodically.

Such ad hoc clusters 101 should be more etfective by
being less arbitrary geographically, since each individual PC
would be effectively in the center of its own ad hoc cluster.
Scaling up or down the number of microprocessors required
by each PC at any given time would also be more seamless.

The complete interconnection potentially provided, opti-
mally by such ad hoc wireless clusters is also remarkable

because such clusters mimics the neural network structure of
CCCAUSE SUCH CLUSICTS IMIMICS ¢ DO Ura: DCLWOIK SUruclure G1

the animal brain, wherein each nerve cell, called a neuron,
interconnects in a very complicated way with the neurons
around it. By way of comparison, the global network com-
puter described above that is expected in a decade will have

at least about 10 times asg many PC’cacgah hag

neurons and they will be conncctcd by electromagnetic

an bra

waves traveling at close to the speed of light, which is about

300,000 times faster than the transmission speed of human

ncurons (which, howcvcr will be much closcr together).

An added note: the vt decade individual PC’s
aaaea noic: m i neXi GECaae, as maGividuar r

become much more sophisticated and more nelwork
oriented, compaltibility issues may recede (o unimportance,
as all major types of PC’s will be able to emulate each other
and most software, particularly relative to parallel

processing, will no longer be hardware specific. Nearer term

it will be important to set compatible hardware, software,
firmware, and other component standards to achieve optimal
performance by the components of the global network
computer.

IIntil that comnatibility ig
viitil Wiatl comipauouity is Gesigned s ine

components of network system, the existing incompatibility
of current components dramatically increase the difficulty
involved in parallel processing across large networks. Pro-
gramming languages like Java is one approach that will

nrovide a partial means for dealine with this interim nrob-
provide a parfial means for dealing with this mierim prod

lem. In addition, using similar configurations of existing
standards, like using PC’s with a specific Intel Pentium chip
with other identical or nearly identical components is prob-
ably the best way in the current technology to eliminate
many of the serious existing problems that could easily be
designed around in the future by adopting reasonable con-
sensus standards for system components. The potential gains
to all partics with an intcrest far outweigh the potential costs.

The above described global network computer system has

an added benefit of reducino the serious and orowino
an agged tenellt Of requcing e serigus ant growing

problem ol nearly the immediate obsolescence of computer
hardware, software, firmware, and other components. Since
the preferred system above is the sum of its constituent parts
used in parallel processing, each specific PC component
becomes less critical.
utilizing sufficient bandwidth is possible, then all other
technical inadequacies of the user’s own PC will be com-
pletely compensated for by the network’s access to a mul-
titude of technically able PC’s of which the user will have
femporary usc.

Although the global network computer will clearly cross
the geographical boundaries of nations, its operation should
nol be unduly bounded by inconsistent or arbitrary laws

within those states. There will be considerable pressure on
all na

operational standards generally agrccd upon, since the pen-
alty of not participating in the global network computer is
potentially so high as to not be politically possible any-
where.

desicned into the esgential
esseniiar

As long as access to the network

cture and

< to confo to reasonable system arc!

w

40

45

24
T

As shown in FIG. 15, because the largest number of user
PC’s will be completely idle, or nearly so, during the night,
it would be optimal for the most complicated large scale
parallel processing, involving the largest numbers of pro-
cessors wiilh uninierrupied availabiiily as close iogeiher as
possible, to be routed by the network to geographic areas of
the globe undergoing night and to keep them there even as
the Earth rotates by shifting computing resources as the
world turns. As shown in FIG. 15, during the day, at least one
Prll dllCl plOC&SSng leunbl. Uy dl. lcdbl. one r\_/ 1 111 ane LV\’V(HK
2 in the Earth’s western hemisphere 131 are transmitted by
very broad bandwidth connection wired 99 means such as
fiber optic cable to the Earth’s eastern hemisphere 132 for
execution by at least one PC 1' of a network 2', which is idle
d‘L‘lflﬁg i Lugul and the results arc transmitted back b oy the
same means to network 2 and the requesting at least one PC
1. Individual PC’s within local networks like that operated
by an ISP would likely be grouped into clusters or cells, as
is typical in the practice of network industries. As is com-

mon in oneratino elecirical nower orids and telecommuni-
mon i operaling CieCnica: power grias and teiecommun

cations and computer networks, many such processing
requests from many PC’s and many networks could be so
routed for remote processing, with the complexity of the
system growing substantially over time in a natural progres-

<ion

This application encompasses all new apparatus and
methods required to operate the above described network
computer system or systems, including any associated com-
puter or network hardware, software, or firmware (or other
componcnt),
included, but not limited to, are (in their present or future
forms, equivalents, or successors): all enabling PC and
network software and firmware operating systems, user
interfaces and application programs; all enabling PC and

network hardware desion and system architecture. includino
OCIWOIK QarGwarc Gesign andG SysiCml areanCluure, mciuaing

all PC and other computers, network computers such as
servers, microprocessors, nodes, gateways, bridges, routers,
switches, and all other components; all enabling financial
and legal transactions, arrangements and entities for network

prnvldprc PC users

QVICLrs, users, and/or olners, 1n:

sale of any items or services on the network or any other
interactions or transactions between any such buyers and
sellers; and all services by third parties, including to select,
procure, set up, implement, integrate, operate and perform
maintenance, for any or all parts of the foregoing for PC
users, network providers, and/or others.

The forgoing embodiments meet the objectives of this
invention as stated above. However, it will be clearly
understood by those skilled in the art that the foregoing

hoth onmaratag nd thade CQunanifically,
o0l ayyaLaLuo ana metnoas. SPLCiiCaly

and/or others, includino purr'hs\cp and

ugmg purchase ang

descrintion hag been made in terms of the nreferred embodi-
GESCIIPUCH 1as O0CH MaGe 1 WIS O1 wid Profiiitt ot

ments and that various changes and modifications may be
made without departing from the scope of the present
invention, which is 1o be delined by the appended claims.

In the claims:
1.A system archite

ers, includin ng

s, mch

cture for comnute

ure Io pu

computers, to function within a network of computcrs,
comprising;

at least one of said computers including at least two
microprocessors having a connection with said network
of computers;

a firewall for said personal computers to limit access by
said network to only a portion of hardware, software,
firmware, and other components of said personal
computers, wherein:

said firewall denies access by said network to at least a
one of said microprocessors, which includes means for
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functioning as a master microprocessor to initiate and
control execution of a computer processing operation
shared with at least one other microprocessor, including
means for functioning as a slave microprocessor, and
said firewall permltﬁng access Uy said network to said
slave microprocessor.

2. A system for a network of computers, comprising:

at least two personal computers;

means for providing network services including shared
computer p[OCéSSu‘Jg Imiﬂlulug pdlduc1 plupcbmug, to
be provided to said at least two personal computers
within said network;

means for at least one of said at least two personal
computers when idled by a personal user, to be made
clVd.llclUlC lCIIlPUI clllly io PIUVILIC bcllLl b[l(llC(.l LU[IJPL[[CI
processing to said network;

a monitor, constructed and arranged to monitor on a net
basis, a provision of said network services to each of
said at least two personal computers or to said personal
user;

means for maintaining a standard cost basis for a provi-
sion of said network services to each of said at least two
personal computers or to said personal user;

means for at least one of said at least two personal
computers, when directed by a corresponding personal
user, to function temporarily as a master personal
computer to initiate and control execution of a com-
puter processing operation shared with at least one
other of said at least two personal computers in said

w

[un
W

s
C

26
means for said at least one other of said at least two
personal computers, when idled by a corresponding
personal user, to be made available to function tempo-
rarily as at least one slave personal computer to par-

tirinate in an exverntinn nf a chared camonter nrnceco
tcipale i an execulion O a shareG computer process

ing operation controlled by said master personal
computer;

mcans for said at lcast two personal computers to alternate
as directed between functioning as a master and func-
tioning as a slave in said shared computer processing
operations;

a firewall for said at least two personal computers Lo limit
access by said neiwork io only a poriion of hardware,
software, firmware, and other components of said at
least two personal computers, wherein:
at least one of said personal computers includes at least

two microprocessors and has a connection with said
network of computers,
said firewall denies access by said network to at least
one of said microprocessors, which includes means
for functioning as a master microprocessor to initiate
and control cxccution of a computer processing
shared with at least one other
microprocessor, including means for functioning as a
slave microprocessor, and
said firewall permits access by said network to said
slave microprocessor.
4. A system for a network of computers, comprising:
at least two personal computers;

at least one of said at least two personal computers, when

operation
r

network; * directed by a personal user, functioning temporarily as
means for said at least one other of said at least two a master personal computer to initiate and control
personal computers, when idled by a corresponding execution of a computer processing operat
personal user, to be made available to function tempo- with at least one other of said at lcast two personal
rarily as at least one slave personal computer to par- computers in said network, said shared computer pro-
ticipate 1n an execution of a shared computer process- cessing operation including at least one of parallel
ing operation controlled by said master personal processing and multitasking processing;
computer; and at least one other of said at least two personal computers,
means for said at least two personal computers to alternate when idled by another personal user, functioning tem-
as dirccted between functioning as a master and func- porarily as at least one slave personal computer to
tioning as a slave in said shared computer processing participate in the execution of said shared computer
operations; processing operation controlled by said master personal
at least one of said computers including at least two computer;
microprocessors and having a connection with said any of said at least two personal computers alternating as
network of computers; 45 directed by said personal users between functioning as
a firewall for said at least two personal computers to limit a master and functioning as a slave in a number of said
access by said network to only a portion of hardware, shared computer processing operations;
software, firmware, and other components of said at a firewall, at least for said temporary slave personal
least two personal computers, wherein: computer, allowing access, at least temporarily, 0 a
said firewall denying access by said network to at least s microprocessor of said temporary slave personal com-
one of said microprocessors, which include means puter by said network during said shared computer
for functioning as a master microprocessor to initiate processing opera[ion; and
and control execution of a computer processing ork, during said
operation shared with at least one other shared computer processing operation, to a master
H}in Oprocessor, iHCIlldingAmcaHS for functioning as a 55 controller mechanism of said temporary slave personal
slave microprocessor, and computer functioning to control said at least one micro-
said firewall permitting access by said network to said processor of said temporary slave personal computer
slave microprocessor. when said temporary slave personal computer is not
3. A system for a network of computers, comprising: idled by said another personal user.
at least two personal computers; 60 5. The system of claim 4, wherein said system is scalar in

means [or al least one ol said at least two personal
computers, when directed by a corresponding personal
ter personal
computer to mmatc and control execution of a com-
puter processing operation shared with at least one 65
other of said at least two personal computers in said

network;

that a number ol said personal compulers parlicipaling in
multiple, separate, non- -related shared computer processing

r, 1o Iur onlt

computers that are connected to the network.

6. The system of claim 5, wherein at least one of said
personal computers 1s substantially contained in a respective
single microchip.
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7. The system of claim 6, wherein said at least one of said
personal computers substantially contained on said respec-
tive single microchip has a direct optical fiber connection
with said network.

8. The system of claim 4, wherein said sysiem is scalar in
that a number of said personal computers participating as
masters in multiple, separate, non-related shared computer
processing operations is limited only by a number of said
personal computers that are connected to the network.

9. The system of claim 4, wherein at least one of
personal computers is substantially contained in a single
respective microchip having more than one microprocessor.

10. The system of claim 9, wherein said at least one
personal cornputer substantlally contained on said respective
011151u uuuuuuy yvlbuual computcrs hﬂ.vlllé morc than onc
microprocessor has a direct optical fiber connection with
said network.

11. The system of claim 4, wherein said network is
connected to an Internet, which is utilized to provide shared

comMDUIeT NrocessIing services
COMPUCT ProCossiig SCIviCees.

12. The system of claim 4, wherein said other personal
computer of said at least two personal computers defaults
automatically to functioning as a slave when idled by said

another personal user.

13, The system of claim 4,
connected to a World Wide Web, which is utilized to provide
said shared computer processing services.

14. The system of claim 13, wherein said network
includes at least one network server being configured to
provide network services to said at least two personal
computers that participate in shared computer processing.

15. The system of claim 4, further comprising a provider
of network services, said network services including broad-
cast functions and shared computer processing services.

16. The system of claim 17 wherein a selection of said
closest available slave personal computer is limited to one of
the slave personal computers being compatible with a master
personai computer in order to simplify execuiion of said
shared computer processing operation.

17. The system of claim 4, wherein said personal com-
puters include a transponder so that, when functioning as a
master, a personal computer of said at least two personal
compuiers can deiermine a closest available one of a plu-
rality of slave personal computers.

18. The system of claim 4, wherein said at least two
personal computers include at least one microprocessor and
are conﬁgured to communicate with said network through a
bUUllCL«LlUll 11&V111g a 1]111111]111ﬁ] bPCCU Ul Uﬁta leubﬂ]lSSlOD
that is greater than a peak data processing speed of said
personal computers.

19. The system of claim 4, wherein said at lcast two
personal computers are oonﬁgured to communicate with said
II\/LWlJI}\ lhrﬁugll a L/\FIIII\/L/I.I\III Illbludlllé a dll\/L/I COn
to said at least two personal computers by an optical fiber
connection.

20. The system of claim 4, wherein said firewall denies
access by said network during said shared processing opera-

tion 1o at least nart of a non-volatile. writable memorv of at
1on 10 at ieast part ol a NON-VoialLe, WIllat:e memory o1 at

least one of said personal computers.

21. The system architecture of claim 20, wherein said
non-volatile, writable memory includes a flash bios.

22. The system of claim 4, wherein when said temporary
slave personal computer is
user, said use thereby ending the temporary slave fumnon-
ing of said personal computer, said master controller mecha-
nism of the former said temporary slave personal computer

is used by said another personal user to control at least one

bd.lU

wherein said network ig

oo
CCLION

used hv said another pers nal
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microprocessor of a different computer in said network
during a different shared computer processing operation.
23. The system of claim 22, wherein said master control-
ler mechanism is wirelessly connected to said temporary

slave nersonal computer
siave personal computer.

24. The system of claim 4, wherein said master controller
mechanism is located remotely from said temporary slave
personal computer.

25. The system ol claim 4, wherein said master controller
mechanism is not a general purpose microprocessor capable
of processing in said shared computer processing operation.

26. The system of claim 4, wherein at least one of said at

least two nersonal comnulers 1s a snecial nurnose annliance
1CaSL WO persondl COmpulers 15 & SpeClal purpose appiiance

device.

27. A system architecture for computers, to function
within a network of computers, said architecture compris-
ing:

at least two personal computers, each having at least two

microprocessors and a connection to a network of
personal computers;

firewall means {or ai leasi some of said personal compui-

ers to limit access by said network to only a portion of

at least one of hardware, software and firmware of each

of said at least some of said personal computers;
each said firewall means arranged to deny access by said

network to at least a

firet of caid at least two micro-
networx o at ieast a

arst of saiG at ieast twWo micro-

processors of said at least some of said personal
computers, said first of said microprocessors arranged
to function as a master microprocessor to initiate and
control execution of a computer processing operation
shared with at least one other microprocessor of said
personal computers arranged to function as a slave
microprocessor and connected to said network; and

each said firewall means arranged to permit at Ieast
temporary access by said network to at least a second
of said at least two microprocessors of said at least
some of said personal computers, said second of said
microprocessors arranged to function as a slave micro-
processor during a shared computer processing
operation, said shared computer processing operation
including at least one of parallel and multitasking
processing.

28. The system architecture of claim 27, wherein said
neiwork is connected 10 a World Wide Web, which is uiilized
to provide shared computer processing services.

29. The system architecture of claim 28, wherein said
system is scalar in that a number of said personal computers
participating in multlple separate non-related shared com-
PUlCl pTOchbng UPCld.I.JOﬂS lb lll-flll.CLl Ullly Uy a llul1]Ljel Ul
said personal computers that are connected to the network.

30. The system architecture of claim 29, wherein at least
onc of said personal computers is substantially contained in
a respective single mlcrochlp

21
I,

ol of olaim 2 o
cm architccture of claim I,

The BYA i said
personal computers have at least one microprocessor and are
configured to communicate with said network through a
connection having a minimum speed of data transmission
that is greater than a peak data processing speed of said at

least gne nersonal comnuter,
1€asl one personas compuler.

32. The system of claim 30, wherein said at least one of
said personal computers substantially contained on said
respective single microchip has a direct optical fiber con-
nection with said network.

33. The system ar
network is connected to an Intemet which is utilized to
provide said shared computer processing services.

34. 'The system architecture of claim 28, wherein said
system is scalar in that a number of said personal computers
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participating in single shared computer processing operation
is limited only by a number of said personal computers that
are connected to the network.

35. The system architecture of claim 34, wherein at least

one of said versonal computers is substantially contained in
One O 5all personas Compuiers s suostantiany contained i

a single respective microchip having more than one micro-
Processor.

36. lhe system of claim 35, wherein said at least one
personal computer substantially contained on said respective
single microchip personal computers having more than one
microprocessor has a direct optical fiber connection with
said network.

37. 'i'he sysiem archiieciure of claim 27, wherein said
firewall means denies access by said network during said
shared processing operation to at least part of a non-volatile,
writable memory of at least one of said personal computers.

38. The system architecture of claim 37, wherein said
latilc, writablc memory includes a flash bios.

39. The system architecture of claim 37, wherein said
non-volatile, writable memory includes a hard disk.

40. The system architecture of claim 27, wherein said
system further comprises control means for permitting and
denying access to said ycrsonal computer by said nctwork
for shared computer processing.

41. The system architecture of claim 27, wherein said at
least two personal computers are configured to communicate
with said network through a connection including a direct

connection to said at least two nersonal comnuters hy an
connection 1o said at ieast twWo persona: compulers 0y an

optical fiber connection.

42. A system architecture for computers, to function
within a network of computers, said architecture compris-
ing:

noi-vo

at laact tvony nergonal comnut each having at laagt tvwny
at least two personal computers, each having at least two
microprocessors and a connection to a network of

personal computers;

a fircwall for at lcast somc of said personal computers to
limit access by said network to only a portion of at least
onc of hardwa arc, softwarc and firmwarc of cach of said
at least some of said personal computers;

each said firewall arranged to deny access by said network
to at least a first of said at least two microprocessors of
said at lcast some of said personal computcrs said first

~f
of said

llll\-lUPlU\zCDbUlb auaugcu
master microprocessor to initiate and control execution
of a computer processing operation shared with at least
one other microprocessor of said personal computers
arranged to function as a slave microprocessor and
connected to said network; and
each said firewall arranged to permit at least temporary
access by said network to at least a second of said at
lcast two microprocessors of said at lcast some of said
personal Compulers said second of said mlcroproces-
SOTs ﬂlldllé\/u I.l! f‘u.llbl.l\!ll as a \]avu IIII
during a shared computer processing operation, said
shared computer processing operation including at least
one of parallel and multitasking processing.
43. The system architecture of claim 42, wherein said
network is connected to a World Wide Web, which is utilized

network is connected to a World Wide Web, which is utilized
to provide shared computer processing services.

44. The system architecture of claim 42, wherein said
firewall denies access by said network during said shared
processmg operation to at least part of a non-volatile,
le m mory of at least one of gaid pers: nal comnut.

ol at least one Of sau al computers,

45. The system architecture of Llaun 42, wherein said
system has a control mechanism by which to permit and to
deny access to said personal computer by said network for
shared computer processing.

to function as a
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46. The system architecture of claim 43, wherein said
system is scalar in that a number of said personal computers
participating in multiple, separate, non-related shared com-
puter processing operations is limited only by a number of

said nersonal comouters that are connected to the network
Said personal compuiers tnatl are connecied 1o e nelwork.

47. The system architecture of claim 46, wherein at least
one of said personal computers is substantially contained in
a respective single microchip.

48. The sysiem architecture of claim 43, wherein said
network is connected to an Internet, which is utilized to
provide said shared computer processing services.

49. The system architecture claim 43, wherein said system
that a

ulat a

number of said nersonal compulers
OUMoCr O1 541G porstiidr COmpulrs

participating in single shared computer processing operation
is limited only by a number of said personal computers that
are connected to the network.

50. The system architecture of claim 49, wherein at least
one of said personal computers is substantially contained in
a single respective microchip having more than one micro-
Processor.

51. The sysiem

The system architecture of
personal computers have at least one microprocessor and are
configured to communicate with said network through a
connection having a minimum speed of data transmission
that is greater than a peak data processing speed ol said at
least one personal computer.

52. The system architecture of claim 42, wherein at least
some of said personal computers include a digital signal
processor.

53. The system architecture of claim 42, wherein said at
least two personal computers are configured to communicate
with said network through a connection including a direct
connection to said at least two personal computers by an
optical fiber connection.

54. The system architecture of claim 47, wherein said at
least one of said personal computers substantially contained
on said respective single microchip has a direct optical fiber
connection with said network.

55. The system architecture of claim 50, wherein said at
1 arcnt claim J9, rem said at

least one personal computer substantially contained on said
respective single microchip personal computers having
more than one microprocessor has a direct optical fiber
connection with said network.

56. The system architecture of claim
non-volatile, writable memory includes a flash bios.

57. The system of claim 20, wherein said non-volatile,
writable memory includes a hard disk.

58. The system architecture of claim 44, wherein said
non-volatile, writahle memory includes a hard disk.

59. The system architecture of claim 42, wherein at least
one of said at least two personal computers is a special
purpose appliance device.

60. A system for a network of computers, comprising:

at least two personal computers;

means for at least one of said at least two personal

compulters, when directed by a personal user, to [unc-
tion temporarily as a master personal computer to
initiate and control execution of a computer processing
operation shared with at least one other of said at least
two personal computers in said network, said shared
computer processing operation including at least one of
parallel processing and multitasking processing;
means for at least one other of said at least two personal
when idled hv anoth

sealar

in
15 sCaiar i

architecture of claim 47, wherein said

Cidalinl &/, winlrCin saiG

44, wherein

said

cr\mnn’r rs,

function tcmporanly as at least one slave personal
computer to participate in the execution of said shared
computer processing operation controlled by said mas-
ter personal computer;

1 user,
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means for any of said at least two personal computers to
alternate as directed by said personal users between
functioning as a master and functioning as a slave in a
number of said shared computer processing operations;

firewall means, at least for said temporary slave personal
computer, for allowing access, at least temporarily, to a
microprocessor of said temporary slave personal com-
puter by said nctwork during said sharcd computer
processing operation; and

said firewall means rlf-nvmcr access hv said network,

during said shared computer processing operation, to a
master controller mechanism of said temporary slave
personal compuier {unciioning io coniroi said ai ieasi
one microprocessor of said temporary slave personal
computer when said temporary slave personal com-
puter is not idled by said another personal user.

61. The system of claim 60, wherein said at least two
personal computers are configured to communicate with said
network through a connection including a direct connection
to said at least two personal computers by an optical fiber
conneciion.

62. The system of claim 61, wherein at least some of said
personal computers include a digital signal processor.

63. The system of claim 60, wherein said firewall means
denies access by said network during said shared processing
r\nPrntlgn to at least nzrt of a non- volgtﬂe writable memory
of at least one of said personal computers.

64. The system of claim 63, wherein said non-volatile,
wriiable memory inciudes a ilash bios.

65. The system architecture of claim 63, wherein said
non-volatile, writable memory includes a hard disk.

66. The system of claim 60, wherein said master control-
ler mechanism is located remotely from said temporary

67. The system of clalm 66, wherein said master control-
ler mechanism is wirelessly connected to said temporary
slave personal compuier.

68. The system of claim 60, wherein said system is scalar
in that a number of said personal computers participating in
multiple, separate, non-related shared computer processing
operations is limited only by a number of said personal
LUlllPUlCIb i.llal arc LUI]I]eLlCU LU LllC llCLWOII\

69. The system of claim 68, wherein at least one of said
personal computers is substantially contained in a respective
singlc microchip.

70. The system of claim 69, wherein said at least one of
said yu:uua} computers oubbmuuauy containcd on said
respective single microchip has a direct optical fiber con-
nection with said network.

71. The system of claim 60, wherein at least one of said
personal computers is substantially contained in a single

resnective microchin havinoe more than one micronrocessor.
TCSPOCUVe MICIClaIp Aaving morc wian ond miCroprocessor.

72. The system of claim 71, wherein said at least one
personal computer substantially contained on said respective
single microchip personal computers having more than one
microprocessor has a direct optical fiber connection with
<aid network,
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73. The system of claim 60, wherein said other personal
computer of said at least two personal computers defaults
automatically to functioning as a slave when idled by said
another personal user.
74. 'The system of claim 60, wherein said network is
connected to a World Wide Web, which is utilized to provide

said shared computer processing services
14 spared mpu processing Services.

75. The system of claim 60, further comprising means for

providing network services, said network services including
broadcast functions and shared computer processing ser-
vices.
The system of claim 74, Wi
includes at least one network server being configured to
provide network services to said at least two personal
computers that participate in shared computer processing.

77. The system of claim 60, wherein said personal com-
puters include a transponder so that, when functioning as a
master, a personal computer of said at least two personal
mﬂ“tf‘ri can deter

~e
/0.

a clo

c > one of a plu-
rahty of slave personal computers.

78. The system of claim 77, wherein a selection of said
closest available slave personal computer is limited to one of
the slave personal computers being compatible with a master
personal computer in order to simplify ex
shared computer processing operation.

79. The system of claim 60, wherein said at least two
personal computers include at least one microprocessor and
are configured to communicate with said network through a
connection means having a minimum speed of data trans-
mission that is at least greater than a peak data processing
speed of said microprocessor personal computers.

80. The system of claim 60, whercin said systcm is scalar
in that a number of said personal computers participating as
masters in multiple, separate, non-related shared computer

processing operations is limited only by a number of said
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network
network.

personal computers that are connected to the

81. The system of claim 60, wherein said network is
connected to an Internet, which is utilized to provide shared
computer processing services.

82. The system of claim 60, wherein when said temporary
slave personal compuier is used by sald anoiher personal
user, said use thereby ending the temporary slave function-
ing of said personal computer, said master controller mecha-
nism of the former temporary slave personal computer is
uscd by said another personal uscr to control at least onc
microprocessor of a different computer in said network
during a different shared computer processing operation.

83. The system of claim 60, wherein said master control-

ler mechanism is not a general purpose microprocessor
capable of processing in said shared computer processing
operation.
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