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RADAR SIMULATION FOR USE WITH A VISUAL
SIMULATOR

BACKGROUND OF THE INVENTION

The present invention relates to radar simulation for
use with a visual simulator, especially to real-time simu-
lation of landmass returns as presented on 2 radar sys-
tem display, and, more particularly, to a simulated syn-
thetic aperture radar (SAR) image derived from a visual
simulation system, such as a computer image generation
system, and also to a full simulated real beam, mono-
pulse and doppler beam sharpening radar displays de-
nved from the visual simulation system.

A SAR image typically represents a patch or areal,
i.e. having an area, view of the terrain and features in
advance of, or in a predetermined direction from the
heading of, an aircraft. Typically, a high-resolution
SAR image represents a plan view of the terrain with a
resolution of about 5 to 10 feet.

Previous systems have required a separaie stand-
alone radar processor and dedicated radar data base for
developing simulated full radar or SAR images. This
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results in additional hardware and expense, especially if ,;

the full radar or SAR image is to be correlated to a
visual image, such as an out-the-window (OTW) or
forward looking infrared (FLIR) display.

It would be desirable to provide a full radar and/or
SAR image generator that is economical and that may
provide radar images that are readily correlated to vi-
sual images. Further, it would be desirable to use an
existing visual simulation system for assisting generation
of radar images. In addition, it would be desirable to use
an existing visual simulation system for assisting pro-
duction of simulated electronic tactical map data for
dicnlavy
display.

Accordingly, it is an object of the present invention
to provide a radar image generator and method for
producing radar images of a scene that are correlated to
visual and/or infrared images of the scene.

Another nhmnt is to m-nmrip a radar i image generator

and method for producmg radar images of a scene
wherein the radar image generator and method may
cooperate with a visual simuiation system.

Yet another object is to provide a radar image gener-
ator and method for producing radar images of a scene
wherein at least some processing for facilitating radar
image generation may be performed by a visual simula-
tion system.

Still another object is to provide a radar image gener-
ator and method for producing synthetic aperture radar
images.

Another object is to provide a visual image generator
sysiem for producing simulated electronic tactical map

data for display.

e present invention, a system

radar vidan comn
ted radar video comprises image

generator means for providing visual and/or infrared
video and further for providing from a predetermined
viewpoint plan view data of an area to be illuminated by
a radar and radar processor means coupled to the image

generator means for producing the simulated radar
video in response to thc plan view data, The radar pro-
cessor may include low pass filtering for blurring edges

of objects within the simulated radar video in order to

£ Ui i
for providing .,m‘.'u‘.u'“"
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actual radar video display.

The system may include a data base for storing visual
and/or infrared data of terrain, which data include de-
scriptors of the area to be illuminated by the radar, and
for storing elevation and refiectivity data along with
feature type and material surface type data. The eleva-
tion and reflectivity data along with the feature type
and material surface type data are supplied to the radar
processor as the plan view data, thus ensuring that the
simulated radar video is correlated to the visual and/or
infrared video.

In one embodiment of the present invention, the
image generator includes a first channel for producing
infrared video during a first interval and the plan view
data during a second interval wherein the first interval
is substantially greater than the second interval. By
“substantially greater” is meant about twenty-nine times
as great. In another embodiment the image generator
includes a first channel for producing visual video and a
second channel for producing the pian view data.

In another aspect of the present invention, a method
for correlating a simulated radar image with a simulated
visual image wherein both images are derived from
terrain descriptors including visual feature, elevation
and reflectivity data of the terrain comprises forming
plan view data of a portion, or patch, of the terrain in
response to a predetermined viewpoint, wherein the
plan view data includes elevation and reflectivity data
of the portion of the terrain and processing the plan
view data for forming the radar video in response to the
predetermined position of the radar, wherein the radar
video is correlated to the visual video.

The predetermined viewpoint may be at a predeter-
mined altitude above the portion of the terrain (the
lower the viewpoint the greater the resolution and vice
versa) and at a predetermined distance from the radar.

Processing for generating radar video may include
filtering so that cdges of ob_]ccts in the radar video are
blurred, rather than sharp or well-defined, so that the
blurred edges more closely resembie video to be ex-
pected from an actual radar. It is noted that much of the
processing for generating radar video is dedicated to
degrading the video in an appropriate manner to ac-
count for natural radar effects which do not permit
actual radar video to be as sharp or clear as correspond-
ing visual video.

The method for correlating a simulated radar image
with a simulated visual image may also include deter-
mining shadows (interpatch) for first features of the
patch in response to second features of the terrain dis-
posed between the radar and the patch. In addition,
shadows (intrapatch) for one of the first features in
response to other first features that are disposed be-
tween the one of the first features and the radar.

The features of the invention believed to be novel are
set forth with particularity in the appended claims. The
invention itself, however, both as to organization and
method of operation, together with further objects and
advantages thereof, may best be understood by refer-
ence to the detailed description taken in connection
with the accompanying drawing.

tr Aicmlavad fram an
QiSpiayCG 11Ul ail

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 s a block diagram of a radar image simulation
system in accordance with the preseni invention.



5,192,208

3

FIG. 2 is a schematic diagram illustratin
position between an actual radar system an
illuminated by the radar system.

FIG. 3 is a detailed block diagram of the radar pro-
cessor of FIG. 1.

FIG. 4 is a block diagram of a system for generating
electronic tactical map data in accordance with the
present invention.

DETAILED DESCRIPTION

Referring to FIG. 1, a block diagram of a racar image
simulation system in accordance with the present inven-
tion is shown. The system comprises a geographic data

bace 10) having an outnut connected to an innut of an
©as€ av naving an Cuipul Connecitd ¢ an mput Cf an

image generator 20 for supplying landmass descriptors
such as terrain, planimetry, and cultural objects and
features, thereto, and a radar processor 30 having two
inputs respectively connected to two outputs of image
generator 20 for rgr_‘glvmc nla_n view data. Radar pro-
cessor 30 includes another input connected to yet an-
other output of image generator 20 for receiving inter-
vening terrain data.

Geographic data base 10 is supplied with digital fea-
ture analysis data (DFAD) and digital terrain elevation
data (DTED) at respective inputs thereof such as from
a data base generation system (not shown) as is known
in the art. DFAD may be obtained from sources such as
the Defense Mapping Agency (DMA) or from a carto-
graphic source for defining the terrain and features of a
geographic landmass area. The DFAD may be modi-
fied to be represented by polygons, or faces, whose

vertices and attributes, such as color, texture, translu-

cency, etc., are stored in geographlc data base 10 for
recall and use by image generator 20 during video
image processing. Also stored in geographic data base
10 are elevation and reflectivity data along with feature
type and surface material type which may be used dur-
ing radar video generation.

Image generator 20 processes information received
from data base 10 in response io operaior inputs {not
shown) that indicate simulated position within the
stored information of data base 10 for forming video
images, such as visual video and/or infrared video.
Typically, image generator 20 will include one or more

MNatailad
iiaicl

operation of a video generator may be had by reference
to U.S. Pat. No. 4,727,365 —Bunker et al entitled “Ad-
vanced Video Object Generator” assigned to the as-
signee hereof and incorporated in its entirety herein by

reference thereto.

Data base 10 may also include infrared intensity fea-
ture information that is supplied to image generator 20
for processing to generate infrared video, such as for-
ward looking infrared (FLIR) video that may be corre-
lated to the visual video. Included with the infrared
intensity information may be reflectivity and elevation
data as explained in detail below.

I‘UI pIUUULlﬁg CCuOf vxsuu VIUCU, 1mdgc geﬁel_atﬁl_ &U
includes one channel having three fields, or packets, of
digital data, each of the three fields representing one of
three primary colors designated red, green and blue.
The value of the digital data for each data packet is

datarminad hu oa generator 20 from data supplied
aGeterminéa oy uuus\- géneraior &V irgm gata supp

by data base 10 in response to operator inputs. A second
channel of image generator 20 having three packets of
digital data may be used to supply infrared video. How-
ever, infrared intensity feature information may be ade-
quately described by one packet of digital data, thus

ganaral and/Ar cemaninl snienAcs sAmatars

Bindiar anG/0r spiiiar purposc COMmpuUlis.
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freeing or idling two packets of digital data of the sec-
ond channel of i image generator 20. . In accordance with
the present invention, the idle packets of digital data of
the second channel may be assigned or designated re-
flectivity and elevation data, respectively, one or both
of which includes the feature and material surface type
data and both of which are carried along with the infra-
red intensity feature information.

The infrared intensity feature, elevation and reflectiv-
ity data available from output 22 of image generator 20
are supplied to radar processor 30 designated as plan
view data, and are available for IR display designated as

infrared video. The infrared intensity feature informa-
tinn data field of the cacand channel is nsed hv |mace

generator 20 to form infrared video. The mfrared inten-
sity feature, reflectivity and elevation data packets are
also provided to radar processor 30 from output 22 of
image processor 20. Radar processor 30 generates radar
video for display in response to the reflectivity and
elevation data along with the feature and material sur-
face type data supplied thereto. Radar processor 30
selects the reflectivity and elevation data fields for pro-
cessing, such as by only connecting the bit positions for
the desired data or grounding the undesired infrared
data bit positions of the data, such that the infrared
intensity feature data field supplied thereto are ignored.

One benefit of grouping infrared intensity feature
information along with corresponding reflectivity and
elevation data in the second channel of image generator
20 in accordance with the present invention is that
when the reflectivity and elevation data fields define
istics of the feature described by the associated
infrared intensity feature data field (which in turn is
correlated to the visual data fields), the radar video
generated from the reflectivity and elevation data by
radar processor 30 is automatically correlated to the
visual and infrared video signals produced by image
generator 20. For example, if a predetermined portion
of radar video is to be generated data fields represent-
mg mIrareu mtensny leature, l’EIlECIlVlly 4nu Elevﬁtiﬁﬁ
that are available from data base 10 may be concate-
nated to form a single data word. That is, data base 10
includes three sets of descriptors for scenes ultimately
to be displayed. One set includes the traditional visual

oolar and nesapintad faatnra Aacorintare
COi0T and as5CCiaich afauic GOsSTrpilirns,

includes the infrared intensity feature descriptors re-
quired to produce FLIR video and the third set includes
reflectivity and elevation descriptors along with the

feature and material surface type data necessary for
generation of radar video.

Instead of sharing data with infrared video from out-
put 22 of image generator 20, radar processor 30 may be
supplied with elevation and reflectivity data along with
feature and material surface type data from a dedicated
channel from output 23 of image generator 20. The
dedicated channel may be similar to the first or second
channel of image generator 20. By using a dedicated
channel to aupply i‘eut‘:Cuvuy and clevation data to
radar processor 30, radar processor 30 is also able to
generate a radar video signal that is correlated to the
visual and infrared video output signals from image
generator 20.

Tun‘ho"\y at a rate of abont 30 to 60 imageas ner sec-
ypic OV 1mages per sec-

ond, the entlre infrared intensity feature, elevation and
reflectivity data are updated and available for IR dis-
play. For generating simulated radar video, image gen-
erator 20 processes feature, elevation and reflectivity
data for the area of interest, typically a patch at a prede-

annthar cot
anoinlr sC
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termined distance from an observer viewpaint in re-
sponse to an assigned or pseudo viewpoint at a predeter-
mined altitude above the patch for providing a plan
view or snapshot of the paich. The resuiting feature,
elevation and reflectivity data representing the plan
view from image generator 20 are supplied to radar
processor 30 during a predetermined sampling interval
that is typically no longer than the interval needed by
uuasc generator 20 to l.uuuuu: an upuau:u visual iﬁ‘lz‘lgé
After the predetermined sampling interval, image gen-
erator 20 resumes processing for generating visual and
infrared video. Visual and infrared video thus experi-
ences a loss of one frame or about 3.3% of total output

at a 30 hertz update rate which is nearly imperceptible

to an observer. Radar processor 30 generates radar
video in response to the data supplied during the sam-
pling interval. The sampling interval is repeated as often
as necessary to produce the desired SAR or radar
video. For simulated SAR video the period of the sam-
pling interval may be about four to five seconds which
is consistent with operational SAR equipment.
Referring to FIG. 2, a schematic diagram iiiustrating
the relative position between an actual radar and the
area illuminated by the radar is shown. A radar set 62
may be disposed at an elevation E, above a ground
reference plane 83. Radar 62 may be stationary ground
based or mobile, such as may be disposed on a ground
vehicle or aircraft. Radiation from radar 62 illuminates
features and terrain within a patch 85 of overall terrain
80. Patch 85 may include cultural features such as
mountains, rivers, forests and man made features such as

roade huildineoe hrideac
roags,

all of whose radar
CuliGIngS, ONGESS,

all of whose radar return im-
ages are able to be simulated in accordance with the
present invention.

In order to generate simulated radar video in accor-
dance with the present invention, a pseudo viewpoint
70 is designated at a predetermined altitude and at a
predetermined honzontal range R from radar 62 thus
establishing viewpoint 70. It is not necessary that radar
62 and viewpoint 70 be at the same aititude. Viewpoint
70 also establishes the field-of-view (FOV) whose coni-
cal envelop is indicated by reference numeral 75 and
which in turn establishes the breadth of patch 85.

A plan view of patch 85 as it would be observed from
viewpoint 70 is generated by image generaior 20 (FiG
1) during the sampling interval and the plan view in-
cluding the elevation and reflectivity data along with
the feature and material surface type data representing
the plan view is supplied to radar processor 30 (FIG. 1).

. . . oot
The plan view of patch 85 is modified (as explained in

detail with regard to FIG. 3) by radar processor 30 to
generate radar video indicative of what would be ob-
served at a display of the radar video if patch 85 were
actually being illuminated by radar 62. In the simulated
radar image, the radar image cells are of constant rect-
angular size, independent of range and grazing angle of
radar 62. Grazing angle 67 is the angle that the radar
beam from radar 62 makes with the horizon or a hori-
zontal line at the point of contact with an object.

By selecting an appropriate altitude for viewpoint 70,
which is determined by the desired resolution of the
simulated radar image to be produced (higher the alti-
tude less the resolution and conversery' lower the alti-
tude greater the resolution), image generator 20 (FIG.
1) may be beneficially employed to produce plan view
data of patch 85. That is, image generator 20 will pro-
vide plan view data of patch 85 from the perspective of

a hnvaring
an observer at viewpoint 70 who would be hovering

—
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over patch 85 at the desired altitude. In order to gener-
atea rcahstlc radar video from the plan view data, it is
necessary for radar processor 30 to modify the plan
view data from image generator 20 while considering
the relative position between illuminating radar 62 and
patch 85 for creating radar effects such as shadows,
noise degradation or blurriness, smearing and transition
effects before ultimate presentation of simulated radar
video signal at the output of radar processor 30.

Referring to FIG. 3, a detailed block diagram of
radar processor 30 including radar sweep generator 40
and radar effects processor 50 is shown.

Radar sweep generator 40 includes ra.ngc/anglc cir-
cuiiry 42, having an input which constituies an input of
both radar processor 30 and radar sweep generator 40
for receiving plan view data, radar cross-section cir-
cuitry 44 having an input connected to the output of
range/ angle clrcunry 42, shadow cucmtry 46 havmg an
iﬁpﬁt connected to the uul.piil. of radar cross-section
circuitry 44 and another input which constitutes an-
other input of both radar processor 30 and radar sweep
generator 40 for receiving intervening terrain data, and
transition and special effects circuitry 48 having an

"\pnf connected to the Antpnt of shadow ¢ n"-nnutr\y a€

and an output which constitutes the output of radar
sweep generator 40.

Radar effects processor 50 comprises antenna resolu-
tion circuitry 52 having an input which constitutes the
input to radar effects processor 50 connected to the
output of radar sweep-generator 40, noise effects cir-
cuitry 54 having an input connected to the output of
antenna resojution circuitry 52, and radar dispiay effects
56 having an input connected to the output of noise
effects circuitry 54 and an output, which constitutes the
output of both radar effects processor 50 and radar
processor 30, for supplying simulated radar video.

The Plal-l view, or SnapSuut, data is a video uuagc
wherein each image element, or picture element (pixel),
represents a small area of landmass 80 (FIG. 2) such that
the combination of all pixels in the plan view image
represents the entire area of patch 85 (FIG. 2) that may
ha illuminated hu radar £ (FIG N Far each nival Af

be illuminated by redar 62 (FIG. 2). For each pixel of
the plan view image, image generator 20 computes
radar reflectivity, elevation and incidence of the pixel
area and supplies the results to radar processor 30.
The intervening terrain data 68 of terrain 80 define
the landmass area between the position of radar 62
(FIG. 2) and patch 85. Shadows are computed for patch
85 due to intervening terrain 68 of terrain 80 between
radar 62 and patch 85 (inter-patch shadows) and aiso
due to terrain and three-dimensional natural and man-
made objects within patch 85 (intra-patch). A ray trac-
ing algorithm is used to compute intra-patch shadows.
An example of a ray tracing algorithm may be had by
reference to U.S. Pat. No. 4, 82},2!2 —Heartz aSSigﬁeu
to the instant assignee. A shadow mask is computed
using a front-to-back elevation grid scan, wherein graz-
ing angles are computed and compared for each eleva-
tion grid value within each column. Each elevation grid

value is the sum of t

nterpolated terrain elevation and

the height of three-dimensional objects on the terrain.
Shadow circuitry 46 may include a general purpose
computer for executing the following program which
may be used for determining intra-patch shadows.

FORj= 110 N
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-continued
TANG.imax) = (Er — Eimax)/(Dg + F*imax)
TANG.) = (E, — E)/(Dg + F*)
IF TAN(,imax) < TANG.) THEN S(ii) = 0
ELSE SG.i) = 1, imax = 1

Wherein,

j=column number (max of N) or azimuth angle step
across patch

i=row number (max of N) or ground range step into
patch from radar

E;=elevation at row i

imax=1 (ground range) at max elevation

B —alavatian of radar
y=Cifvauln Ci 1acar

imax=max elevation sample encountered in this

column so far

Dg=ground distance from radar to beginning of
patch (feet)

F=Scale factor in i direction (e.g. feet/cell)

S (i, j)=shadow mask m emory value,

0=shadow

i=no shadow
The intervening terrain data are represented by a grid of
elevation values wherein only those elevation values
that could potentially occult patch 85 (FIG. 2) are pro-
cessed. Processing of intervening terrain data may be

performed analogously to determine intra-patch shad-

ows before processing for intra-patch shadows but after
the direction of patch 85 with respect to radar 62 is
identified. Processing of intervening terrain data may be
performed in parallel with processing for the snapshot
view for patch 85.

The ray tracing algorithm begins at the intersection
of ray 65a represeming a radar beam with margin 84 of
patcn 85. 1i shouild be recogmzeu that each ray 65 will
proceed vertically from margin 84 along a predeter-
mined column j. The number of columns is determined
by the resolution desired across the azimuth of patch 85.
For example, in proceeding from ray 65a along column

Jn‘:, a view ray Kﬂ encounters an ol nh|pnt at 1_.-_ ha“l!no

elevation E,,,,ax. The tangent of the grazing angle at
imax is (Er—Eimax)/(Dg+F*imax). The tangent of the
grazing angle of objects beyond imax (Er—E)/(Dg+-
F*i). If the tangents of the grazing angle of objects
beyond imax are less than the tangent of the grazing
angle of imax then the more remote objects from radar
62 are in shadow. For the first encountered tangent of
the gxauug augu-: that is Eqijﬁl to or BT eater than the
tangent of the grazing angle at iqx than the value of i at
the more remote object is substituted for the value of
imax and the algorithm proceeds. View ray 65b repre-
sents a view ray of column j;striking an object at point
69

Range/angle circuitry 42 determines the ground
range, slant range and angle of incidence to each pixel
of area 85. These determinations may include calcula-
tions and computations, and, if desired, simplifications
or assumptions for facilitating and expediting process-
ing, such as slant range to horizontal, or ground range,
plus an elevation offset.

Radar cross-section circuitry 44 determines the re-
flected power from a pixel in response to a reflectivity
code that identifies the type of material found in the
pixel area and the incidence of the pixel relative to a
simulated radar wave front.

One benefit of r-nnnprhpo imaoge generator 20 and

“one oencint connecty image 1€rator

radar processor 30 for cooperation in accordance with
the present invention is that many computations needed
to determine radar cross section of a pixel in reai time
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can be readily performed by image generator 20, thus
reducing processing needed to be performed by radar
processor 30 while avoiding having to include redun-
dant circuitry in radar processor 30. For example, illum-
ination function equations can be applied to modify the
radar reflectivity as a function of the instaneous angie of
surfaces to a simulated radar wave, and the texture
capability of image generator 20 can be used to provide
texture for the simulated radar video.

Shadow circuitry 46 determines whether each pixel is
visible or whether it is partially or totally shadowed by
intervening terrain or features of another pixel within
patch 85 (FIG. 2). Prior radar simulators have produced
sxmulated radar video having unrealxsncally sharp
shadow edges. Real radar images typically have blurred
or non-distinct edges of shadows. In order to represent
the simulated shadows generated in accordance with
the present invention more realistically, shadow cir-
cuitry 46 includes filtering circuitry 47, such as a low
pass filter, for smoothing or blurring any sharp edges of
shadows.

Transition and special effects circuitry 48, antenna
resolution circuitry 52, naoise effects circuitry 54 and
radar display effects circuitry 56 all include functions
and modifications that affect the ultimate simulated
power level of the radar video signai from radar proces-
sor 30.

Transition and special effects circuitry 48 modifies
the signal received at its input from shadow circuitry 46
to account for natural phenomena such as atmospheric
attenuation due to humidity and seasonai changes in-
cluding the effect of snow and ice. Special effects cir-
cuitry 48 also simulates the effects of far shore enhance-
ment. As a radar beam illuminates a boundary between
water and land or between a substantially horizontal
surface and a substantiaily vertical surface, the abrupt
physical transition results in an enhancement or increase
in brightness at the boundary, indicating that more of
the actual radar beam is reflected from the boundary
and is detected by the actual radar set. Special effects
circuitry 48 detects these boundary transition cases and
simulates enhancement of the boundary by increasing
the value of the simulated radar return signal along the
boundary. The modified signal is supphed to antenna
resolution circuitry 52.

Antenna resolution circuitry 52 accounts for the at-
tenuation due to differences in the horizontal and verti-
cal beam patterns of an actual radar beam by modifying
the signal received at its input. Typically smoothing or
blurring is required in the horizontal direction. The
modified signal is provided by antenna resoiution cir-
cuitry 52 to noise effects circuitry 54 which modifies the
signal to account for the effects of the actual radar
receiver. These modifications include simulating the
gain and noise of the receiver transfer characteristics,
The modified signai is supplied to radar dispiay effects
circuitry 56.

Radar display effects $6 modifies the signal received
from noise effects circuitry 54 to account for features of
an actual radar including sensitivity time constant, auto-
matic gain control, post detection integration and inter-
nal processing delays. Radar display effects circuitry 56
also provides symbology and alphanumerics for the
ultimate radar display as desired. The modified signal
from radar display effects circuitry 56 is provided to the
output of radar processor 50 as the radar video signal.




b

9
The system as illustrated in FIG. 1 can simulate vari-
ous radar modes including real beam, doppler beam

sharpening and mono-pulse resolution, and high resolu-
tion synthetic aperture radar. If the desired radar mode

ICUC aDETIUrC racar L0 CCSITeC ragar mece

updatcs the radar video by radial scanning, that is up-
dating the image as the antenna scans clockwise or
counterclockwise, then image generator 20 produces
snapshots covering a small angular segment from the
position of radar 62 (FIG. 2) and radar processor 30
computes multiple scan line updates that fall within the
‘segment.

If the selected radar mode updates the entire radar

image at once, after a predetermined update processing
interval for allowing radar processor 30 to generate

or allowing radar processor 30 to generate
updated radar vxdeo, then image generator 20 may pro-
duce one or more snapshots of the desired area to be
illuminated by radar 62 (FIG. 2). Radar processor 30
processes the snapshots in any desired order for gener-
ating updated radar video ultimately for providing an
updated entire radar image.

Referring to FIG. 4, another embodiment of the pres-
ent invention is shown.

Electronic tactical map (ETM) data, which may be
processed to present a map of a predetermined area of
terrain on a display, such as a cathode ray tube, may be
simulated. Image generator 20 produces a plan view
snapshot of the desired area of terrain as hereinbefore
explained. Map translator 58 receives the snapshot data
from image generator 20 and redefines each pixel of the
snapshot to indicate a desired color or gray scale in
response to a characteristic of the data for each pixel,
such as elevation, texture and reflectance or in response
to predetermined inputs from the operator. Redefined
pixel data is provided to radar display effects circuitry
56 which adds desired symbology and alphanumerics to
the redefined data for forming the electronic tactical
map data which may be provided to a display system
(not shown) for ultimate display.

Thus has been illustrated and described a radar image
generator and method for producing radar images of a
scene that are correlated to visual and/or infrared im-

sharaie tha endae ttmnon
ages of the scene and further wherein the radar image

generator and method may cooperate with a visual
simulation system and at least some processing for facil-
itating radar image generation may be performed by the

visual simulation system. Also shown and described is a

radar image generator and method for "oducmg syn-

thetic aperture radar images and a visual image genera-
tor system for producing simulated electronic tactical
map data for display.

While only certain preferred features of the invention
have been shown by way of illustration, many modifica-
tions and changes will occur to those skilled in the art.
It is to be understood that the appended claims are
intended to cover all such modifications and changes as
fall within the true spirit and scope of the invention.

What is claimed is:

1. A system for providing simulated radar video,
compnsmg

muge generator means for provmmg visual and/or

infrared video and further for providing from a
predetermined viewpoini plan view data of an area
to be illuminated by a radar; and

radar processor means coupled to the image genera-

tor means, the radar Processor means for pluuuu-
ing the simulated radar video in response to the
plan view data.
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2. The system as in claim 1, wherein the radar proces-
sor means includes filtering means for blurring edges of
objects within the simulated radar video.

Taa s Anta
3. The system as in claim 1, further including a data

base for storing visual and/or infrared data of terrain,
which data include descriptors of the area to be illumi-
nated by the radar and further for storing elevation and
reflectivity data of the area to be illuminated by the

radr, the elevation and reflectivity data being supplied

to the radar processor means as the plan view data,
whereby the simulated radar video is correlated to the
visual and/or infrared video.

4 A system for providing simulated radar video,

comnrising:
comprising:

image generator means for providing visual and/or
infrared video and further for providing from a
predetermined viewpoint plan view data of an area
to be illuminated by a radar, wherein the image

generator includes a

first channe! for producing

both infrared video and the plan view data; and

radar processor means coupled to the image genera-
tor means, the radar processor means for produc-
ing the simulated radar video in response to the
plan view data,

5. The system in claim 4, wherein the first channel is
for producing infrared video during a first predeter-
mined interval and is further for producing the plan
view data during a second predetermined interval, the
first predetermined interval substantially greater than
the second predetermined interval.

6. The system as in claim 4, wherein the first channel
includes three fields of data for infrared, elevation and
reflectivity data, respectively.

7. A system for providing simulated radar video,
comprising:

image generator means for providing visual and/or

infrared video and further for providing from a
predetermined viewpoint plan view data of an area
to be illuminated by a radar, wherein the image
generator means include a first channel for produc-
ing visual video and a second channel for produc-
lus the ruaﬁ view d data; and

radar processor means coupled to the image genera-

tor means, the radar processor means for produc-
ing the simulated radar video in response to the
plan view data.
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with a simulated visual image wherein both images are
derived from predetermined descriptors of terrain, the
descriptors including visual feature, elevation and re-
flectivity data of the terrain, comprising:

forming plan view data of a porticn of the terrain in

response to a predetermined viewpoint, the plan
view data including elevation and reflectivity data
of the portion of the terrain; and

processing the plan view data for forming the radar

video in response to the predetermined pasition of
aradar, whcrem the radar video is correlated to the
visual video.

9. The method as in ciaim 8, wherein the step of
processing includes filtering for blurring edges of ob-
jects of the terrain.

10. The method as in claim 8, wherein the plan view
data include feature type and material surface type data.

ii. A meihod for correlaiing a simulated radar image
with a visual image wherein both images are derived
from predetermined descriptors of terrain, the descrip-
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tors including visual feature, elevation and reflectivity
data of the terrain, comprising:

forming plan view data of a portion of the terrain in

response to a predetermined viewpoint, the pian
view data including elevation and reflectivity data
of the portion of the terrain; and
processing the plan view data for forming the radar
video in response to the predetermined position of
a radar,

wherein the predetermined viewpoint is at a predeter-
mined altitude above the portion of the terrain and
at a predetermined distance from the radar and
further wherein the step of processing includes
determining shadows for first features of the por-
tion of the terrain in response to second features of
the terrain disposed between the radar and the
portion of the terrain, whereby the radar video is
correlated to the visual video.

12. The method as in claim 11, wherein the step of
processing includes determining shadows for one of the
first features in response to other first features that are
disposed between the one of the first features and the
radar.

13. The method as in claim 12, wherein the step of
determining shadows includes using a view ray algo-
rithm such that the tangent ofa grazing angle to a first
object and the tangent of a grazing angle of a second
object along a same view ray, the second object more
remote from the radar than the first object, is determina-
tive of whether the second object is shadowed by the
first object.

14
14 far oconrralatin

A athn~d
A methca 1or correiating a2 simulated radar image

mulated radar image
with a simulated visual image wherein both images are
derived from predetermined descriptors of terrain, the
descriptors including visual feature, elevation and re-
flectivity data of the terrain, comprising:
generating visual images during a first predetermined
interval
forming plan view data of a portion of the terrain in
response to a predetermined viewpoint during a
second predetermined interval, the first predeter-
mined interval being greater than the second pre-
determined interval, the plan view data including
elevation and reflectivity data of the portion of the
terrain, and
processmg the plan view data for forming the radar
video in response to the predetermined portion of a
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radar, wherein the radar video is correlated to the
visual video.

15. The method as in claim 8, wherein the radar video
is for simulaiing radar video of a synthetic aperture
radar.

16. A method for generating radar video, comprising:

producing a plurality of frames of first visual video

dunng a predetermined first interval, wherein each

frame is prnﬂnnaﬂ rlnnng a rpcpnr-hvp second inter-

val, the second interval being shorter than the first
interval;

providing a frame of second visual video with respect
to a predetermined viewpoint during one of the
respective second intervals for further processing;
and

processing the frame of second visual video for form-
ing the radar video.

17. The method as in claim 16, wherein the step of

processing includes filtering for blurring edges of ob-

20 jects in the radar video.

30

»
w

N
2

55

65

18. The method as in claim 16, wherein data for pro-
ducing the first visual video and for providing the sec-
ond visual video are available from a common source so
that the radar video is correlated to the first visual
video.

19. The method as in claim 16, wherein the predeter-
mined v:ewpcmt is disposed at a predetermined altitude
above a terrain such that the sccond visual video is a
plan view of a portion of the terrain.

20. A method for generating eiectronic tacticai map
data, comprising:

producing a plurality of frames of first visual video

during a predetermmed first interval, wherein each
frame is produced durmg a respective second inter-
vai, the second interval being shorter than the first
interval;

providing a frame of second visual video with respect

to a predetermmcd viewpoint during one of the
respectwe second mtervals for further processing,
wherein the viewpoint is disposed at a predeter-
mined altitude above a terrain such that the second
visual video is a plan view of a portion of the ter-
rain; and

modlfymg the second visual video in response to

charactaristics of features of the second visnal

CnaraCilnsiics I Icaltilcs second

video for forming the tactical map data.
*® * * * %




