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[57] ABSTRACT

A system using a ray-tracing algorithm and a hierarchy
of volume elements (called voxels) to process only the
visible surfaces in a field of view. In this arrangement, a
dense, three-dimensional voxel data base is developed
from the objects, their shadows and other features re-
corded, for example, in two-dimensional aerial photog-
raphy. The rays are grouped into subimages and the
subimages are executed as parallel tasks on a multiple
instruction stream and multtp]e data stream computer
(MIMD). The use of a three-dimensional voxel data
base formed by combining three-dimensional mgltal
terrain elevation data with two-dimensional plan view
and oblique view aerial photography permits the devel-
opment of a realistic and cost-effective data base. Hid-
den surfaces are not processed. By processmg only
visible surfaces, displays can now be produced depict-
ing the nap-of-the-earth as seen in low flight of aircraft
or as viewed from ground vehicles. The approach em-
ployed here is a highly-parallel data processing system
solution to the nap-of-the-earth flight simulation
ﬂ""“"‘" a h.gh level of detail data base. The compo-
nents of the system are the display algorithm and data
structure, the software which implements the algorithm
and data structure and creates the data base, and the
hardware which executes the software. The algorithm

~ e o~ s
processes only visible surfaces so that the occulting

overload management problem is eliminated at the de-
sign level. The algorithm decomposes the image into
subimages and processes the subimages independently.

18 Claims, 10 Drawing Sheets
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DIGITAL VISUAL AND SENSOR SIMULATION

QUOTIAL TNATY MSTIRTITINY & v = o =

SYSTEM FOR GENERATING REALISTIC SCENES

This is a continuation of annhmtmn Ser.

06/925,855, filed Sep. 11, 1986, abandoned
BACKGROUND OF THE INVENTION

N

1. Field of the Invention

This invention relates generally to visnal and sensor
simulation systems and, more particularly, to digital
visual and sensor simulation systems useful in providing
static or dynamic perspective displays of realistic
scenes. These scenes may be of real geographic areas or
imaginary areas. For the visual simulation the eve is th

No.

sensor; however, the invention also covers the simula-
tion of infrared (IR) and radar sensor displays. The
invention is used to train air (planes, helicopters), sea
(shxps submarmes), and ground (tanks) personnel. The
invention is also used for air, ground or sea mission
planning, crew preparation, and crew mission training.

2, Descnptlon of Related Art

Current visual and sensor simulation systems process
a hierarchy of polygons using hidden surface algorithms
on pipelined computer architectures. Polygon data
bases are interpolated in real time to generate dense
images of picture elements (plxels) Because the data
bases of polygon systems tend to be sparse in relation to
the data demands, realistic images of actual geographlc
areas cannot be produced. The processing requirements
of polygon systems, using hidden surface algonthms,
tends to overload current systems trymg to simulate
low flight as the viewer looks off at the horizon under
clear atmospheric conditions, for the number of hidden
surfaces behind each pixel and the number of polygons
in the field of view rises very rapidly.

A book entitled Computer Image Generatfan, edited
by Bruce J. Schacter, Copyright 1983, makes reference
to three-dimensional data bases. In its various chapters,
it treats simulation techniques and training effective-
ness. Algorithms and architectures (together with block
diagrams of some architectures) used in several com-

puter graphic systems are discussed. Aspects of data-

base design in terms of modeling of ground features in
the data base to be of the same size, shape, location,
color and texture, as the ground features seen by the
pilot, are mentioned. Representations of terrains, cul-
ture and three-dimensional objects are reviewed. Rep-
resentations of solids, by octree encoding, algorithmic
modelmg and the use of second order equations for
defining quadric objects are considered. The develop-
ment of terrain data bases, culture data bases and ob-
Jject/model data-bases is touched upon as are points of
consideration in the design of very large scale integra-
tion circuits.

SUMMARY OF THE INVENTION

This invention improves computer image generated
(CIG) displays, while reducmg data demands, in the
provision of a system using a ray-tracmg algonthm and
a hn.nufch'y’ of volume elements ( {called VOXélb) to pro-
cess only the visible surfaces in a field of view. In this
arrangement, a dense, three-dimensional voxel data base
is developed from the objects, their shadows and other
features recorded, for example, in two-dimensional ae-
rial nhotooranhy The rave ara oratimad fede celed a0

A pHLVIVplapiiy. 410 1ays alv groupcd o Suoimages
and the subimages are executed as parallel tasks on a
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multiple instruction stream and multiple data stream
computer (MIMD).

The use of a three-dimensional voxel data base
formed by combining three-dimensional digital terrain
elevation data with two-dimensional plan view and
oblique view aerial photography permits the develop-
ment of a realistic and cost-effective data base.

Hidden surfaces are not processed. By processing
only visible surfaces, displays can now be produced
depicting the nap-of-the-carth as seen in low flight of
aircraft or as viewed from ground vehicles. Such dis-
plays normally have a large number of hidden surfaces
which are not required to be processed in achieving
realism. Images produced usmg this visible surface ap-
ynuauh contain 1 real UUJCLI.B \au\_u as Uullulllgb and Ldrb)
and terrain features providing scene texture. Images are
processed using parallel tasks. By employing a large
number of parallel tasks (say, 1,000), a large number of
slower, very large scale integrated circuit (VLSI) pro-
cessors may be employed. Aliernatively, a smaller num-
ber of faster processors can also be nsed. Still other
parallel data processing techniques may be employed.
The very large scale mtegrated processor is both cost-
effective and efficient in the execution of instructions

i £ a comblex memory
and in memory management of a complex memory

hierarchy.

The approach employed here is a highly-parallel data
processing system solution to the nap-of-the-earth flight
simulation through a high level of detail data base. The

ey |
components of the system are the display algorithm and

data structure, the software which implements the algo-

-rithm and data structure and creates the data base, and

the hardware which executes the software. The algo-
rithm processes only visible surfaces so that the occult-
ing overload manage

nt nrnhl.am is eliminated at the

deSIgn level. The algonthm decomposes the image into
sublmages and processes the subimages independently.
A subimage is a group of adjacent pixels; e.g. (1) an
NXM rectangle of pixels, (2) if M=N, we have a
square subimage, (3) if N=1 and M =Total Number of
Horizontal Scan Lines, then a single verticle scan line in
the sublmage and (4) if N=M=1, a smgle plxel is the
subimage. No clipping of partiaily visible surfaces is
required by the algorithm for each subimage.

A separate software task is created for each subimage.
The code or logic in each task is identical but the input
parameters for each subimage vary and the data pro-
cessed from the data base varies with each task. These
tasks can be executed in parallel because they process
each subimage independently.

A multiple instruction stream, multiple data stream
(MIMD), multiprocessor architecture or an instruction-

ﬂnw 'V“P pnmnntar ’descr}beu lll ﬂ LUPClld1115 dpp‘l‘rd'

tion Ser No. 668 590, filed Nov. 5, 1984, entitled “In-
struction Flow Computer,” is useful in performing the
parallel processing of these tasks. Software was tested

and used in developing images on MIMD computers
made bV (1‘ DENELCOR. known ac the HEDP anm

U, ROWN 88 LA N Com-
puter, (2) ELXSI (3) Alliant, and (4) Perkin - Elmer.
With the approach employed here, processing time is
not dependent on scene complexity.

Any type of image projection system can be em-
ployed to project the computer-generated image ontc 2
flat screen, or, onto a screen havmg the configuration of
a dome. The ray tracing approach to accessing the data
base as disclosed herein can accommodate either linear
or nonlinear optics in the projection system, where the
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nonlinear optics could be designed to match the vari-
able acuity of the eye.
The central requirement of a computer image genera-
tion system is to provide a high fidelity image, particu-
larly in the area of interest. The three-dimensional voxel

(volume elcment) algorithm approach used in the pres-

ent invention is hmmallv different from that of the con-

ventional two- d1mens1onal polygon (surface element)
approach. In the three-dimensional approach, the high
scene contient is displayed in a natural manner, much
like that seen by the human eye. This approach provides
a new method in satisfying image delivery require-
ments. Many problems encountered by current visual
systems are eliminated in the arrangement of this inven-
tion. For instance, the key requirements of nap-of-the-
earth flight for high scene content, coupled with great
detail, are addressed parametrically by this parallel
voxel approach. This approach also handles viewpoint
maneuverability, perspective and occultation automati-

o+ "nAan
cally. Occultation overloads simply cannot occur since

only visible surfaces are considered by the algorithm.

DETAILED DESCRIPTION OF THE
A S ARAbtd s A 1A
DRAWINGS

The invention will be better understood by reference
to the following specification when considered in con-
Jjunction with the accompanying drawings in which:

FIG. 1a depicts the gaming area with a flight corri-
dor to the target areas;

FIG. 15 depicts a detail of the flight corridor shown
at a somewhat enlarged scale;

FIG. 1cis a schematic representation of the hierarchi-
cal data base;

FIG. 2 depicts the terrain tracks along the flight cor-
ridor in the area of interest;

FIG. 3 depicts the organization of the real time and

non-real time subsystems of this invention;
FIG. 4 relates the qlanrnhm the cnfful';ra and hard.

ware aspects of this mvennon showing the organiza-
tional concept of the parallel modular computer archi-
tecture;

FIG. § is a visualization with ray stepping of the
three-dimensional, visible surface algorithm of this in-
vention;

FIG. 6 is a geometric representation defining the
pumuuu of the €ye, the screen, the ray and step veciors
before and after current position and attitude transfor-
mations;

FIG. 7 shows representations of four different voxel
data structures corresponding to four different cases of

the three-dimensional visible surface display algorithm

of this invention.

FIG. 8 is an implementation of two memory manage-
ment approaches;

FIG. 9 depicts an organization of a global physical
memory; and

FIGS. 10a, 105 and 10c depict alternate organizations
of global virtual memory to support static and dynamic

memory managcmcm.

DESCRIPTION OF THE PREFERRED
EMBODIMENT
In one of its aspects, this invention achieves the data

- o tanhmiana AF ot Lla wacls
source reduction by the technique of variable resolu-

tion. This is explained in connection with FIGS. 1a, 16
and Ic. FIG. 1a depicts the general gaming area with
the arrow pointing to a particular point of interest
which may be a flight corridor directed towards a tar-
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get area. In FIG. 1), this flight corridor is detailed at an
emarge:u scale lypiCuuy represemiﬁg a ulgul corridor
roughly 200 feet wide in which there is a high area of
interest and a second flight corridor, 2,000 feet wide,
which depicts an area of lesser interest to the pilot, as
the corridor to the target areas is flown. FIG. 1c sche-

hia hinal Antn haca thaot mav ha
matically depxcts the hierarchical data base that may be

generated using this strategy. High resolution informa-
tion storage cells called volume elements or voxels are
shown in one area of the data base and these correspond
to the area of interest in the 200 feet wide flight corri-
dor. Lower resolution voxels or volume elements are
depicted in another area of the schematic representation
of the hierarchical data base and this information would
correspond to a iesser detail in the 2,000 feet wide corri-
dor.

The strategy of maintaining several levels of terrain
resolutions and reducing resolution requirements out-
side of terrain corridors having a high area of interest,
reduces data basc data storage, access and transfer re-
quirements. This also reduces the hardware require-
ments.

A data source with several levels of resolution dis-
tributed over the gaming area meets the requirements of

a nap-nf.?hp-narfh comnuter aenerated. image disnlay

a nap-of-the-earth computer generated image display
system. In such an approach, the data base and transfer
rates are reduced. This also reduces hardware costs.

In the flight corridors, such as the 200 foot wide
corridor, resolution of 3.8 arc-minutes supports presen-
tation of each accessory cue, such as identifiable trees,
ground cover and buildings. At a 100 foot distance, a
1/10 of a foot resolution represents 3.0 arc-minutes.
Data within the flight corridors, but ouiside the 100 feet
distance, may be carried at 1 foot resolution. Elements
of the gaming area not within the target acquisition or
flight corridor areas may be carried at the much lower
resolutions of 10 feet or even 100 feet
While the worst-case l.llﬂl.ful m motion nyc\.lﬂcaﬂuﬂs
impose high data transfer rates, commercial mass stor-
age facilities and computer interfaces, combined with
intelligent placement of on-line scenario data, accom-
modate the data transfer.

The highest data resolution is 1/10 of a foot. Since a
hellcopter moves at speeds up to 5 knots, transfer of
about 100 feet of new data along a high resolution corri-
dor, such as the 200 foot corridor of FIG. 1, is required
each second. If the corridor of maximum resolution is
200 feet wide, the simulation of a helicopter moving
through the corridor requires the transfer of about 10
megabytes per second. Lower resolution data requires a
transfer capability of about 6 megabytes per second. For
a fighter plane flying at low altitude and high speed the
lower resolution data is sufficient to produce the
blurred image seen out the window due to objects near
the aircraft moving rapidly through the pilot’s field of
view.

Extra storage is provided to compensate for seek and
latency delays. Such storage may be provided on disks.
Since seek and iatency times reduce the transfer rates,
the data base is designed so that these impediments are
minimized. In accomplishing this, the terrain is divided
along a corridor into equal geographical “tracks,” as is
seen in FIG. 2. The data for each of these tracks resides
On separate, pﬂ’yaluu storage devices and is orgamzea
so that movement through a corridor results in the
transfer of clustered data, thus minimizing the time
required to move the read head of a disk, for example.
Data is also stored with opti'mal physical block lengths
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to overcome the wasteful delays of latency. Ideally, all
low resolutio_n data resides in main memory at all times,
such as the global virtual memories used in the system,

yet to be described, with dynamic transfer of medium

and high resolution data as the helicopter negotiates the

gaming area. Such transfer is accomplished predictably
from a subset of active input-output devices.

* The transfer of medium and high resolution data is
used to produce high quality imagery. This requires
memory management of the system’s memory hierar-
chy (disks, semiconductor memory, cache memory,
registers). A memory management system controls the
flow of data through the system to provide low and
high resolution voxels where and when they are
needed.

A combination of techniques is used to provide the
data for these images. In general, the main computer
image generating system accesses the data base to com-
pute the projection of the landscape upon the display
without overload or transport delay in excess of 100 ms.
The processing power of the image delivery system is
sufficient to meet the update rate for the worst-case of
nap-of-the-earth low flight through a scene requiring a
high level of detail in the data base. With the present
invention, occultation overload does not occur. The
transport time equals the retrace time; therefore, com-
putational time for the worst-case image is invariant for
this approach. The management system only
needs to ensure that the relevant data is accessed from
storage in a timely manner. This requires the establish-
ment of data buffers in order to compensate for delays
due to access times.

Thus, memory management ensures that the data
buffers contain terrain data appropriate to the aircraft’s
motion projected over the next 30 image frames. Mem-

Orv moanaogamant eassiioao ot 4L 1

ory management requires that the hierarchical data
segments for the low and high resolution areas be
smoothly transferred to physical memory from virtual
memory (such as a disk) and that pixel density of the

image delivery system corresponds to the area of inter-

est as indicated by the head or helmet sensor as conven-

tionally used in head and eye tracking displays.

A general multiple-task trainer system requires real
time simulation of the outside visual environment corre-
lated with the inside sensor displays, which latter in-
clude radar, infrared displays and low light level TV,
This external environment is composed of static land,
sea, and atmospheric features. Also, dynamic sea and

JEUP, NS,

atmospheric effecis and dynamic objects, such as tanks,
ships, planes, helicopters, missiles and other weapon fire
must be simulated.

The major subsystems of such a general multiple task
trainer system perform:

1. data base modeling and creation;

2. visual computer image generation;

3. digital radar land mass simulation;

4. other sensor simulations;

5. motion computation (position and attitude) of the

trainer platform and other dynamic obiects: and

~aiioiiil /R0 0L CyhammIC OojeCts; and

6. generation of simulation displays.
FIG. 3 shows the decomposition of the present inven-
tion into the non-real time and real time subsystems that
perform these functions. In the real time system, the
flow of data starts at the top with inputs from the
responding to the current displays. These inputs are
processed by the motion computation subsystem to
produce current and predicied positions and attitudes of
the pilot’s platform. The visual and sensor simulation

memory
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subsystem uses the position and attitude to generate the
visual and sensor information sent to the display subsys-
tem. A-unique feature of this invention resides in the
utilization of the same software for developing and
utilizing the data bases for both the non-real-time and
the real-time subsystems of the simulation system.
There is less data throughput in the non-real-time sub-
system than in the real-time subsystem. The higher
throughput is achieved by adding parallel data process-
ing capacity in the real-time subsystem. For example,
there may be 16 subimage processors in the visual and
sensor simulation subsystem of the real-time side of the
simulation system to achieve real-time image genera-
tion, while only one subimage processor may be re-
quired in the non-real-time side of the system to provide
that aspect of the data processing requirement in image
generation.

A simulation system for generating computer images
can also be hierarchically decomposed into four types

H Kacs am
of objects. These ar

: algorithms and data structures;
software; data bases; and hardware. This decomposition
is seen in Table L

SIMULATION SYSTEM |

I ALGORITHMS + DATA STRUCTURES 1

RAY TRACING +
VISIBLE SURFACES
A. Project 3D rays from
eye through pixel
(picture element) of 2D
display surface into
dense 3D data base of

voxels (volume

HIDDEN SURFACES
A. Project 3D data base
{polygons) onto 2D
display surface and
interpolate sparse date

base 1o fill pixels

elements)
B. Process visible B. Process visible and
surfaces and empty hidden surfaces
space between eye and
visible surfaces
C. Optimal mix of serial C. Processing is pre-
and parailel processing dominantiy serial if
allows system to take sorting is used to
advantage of optimal resolve hidden surfaces
Aunamin seaos e, Beird aonadd Lo Li Ly
CYRamic memory vt COWT O¢ gy
management parallel if a Z-buffer
was used to resolve
hidden surfaces
l ]
{SOFTWARE + DATA BASES | | HARDWARE |

The interdependence of these four types of objects is
apparent from this Table. A key feature evident from
Table I is the dependence of the software, data bases,
and hardware upon the selection of the processing algo-
rithm and data structures. This dependence is the reason
that the multiple instruction stream and multiple data
stream computer hardware approach of this invention

in implementing this simulation system is radically dif-

ferent from existing pipelined visual and sensor simula-

tion systems. Thus, although the multiple instruction
stream/multiple data stream implementation provides
for the processing of rays in parallel, the processing of
a collection of rays in a subimage in serial fashion per-
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mitted in this implementation allows the results of the

nnnnn £re neneazela) o
previous ray’s prccessxng (that is, range, for example) to

be used to minimize the processmg of the next ray.
Improved realism in computer image generation re-
quires an increase in the size of the data base to be pro-
cessed in real time and the associated problem of shar-
"“’ this data with many other data p processors to support
paralle] processing. A multiple instruction stream/mul-
tiple data stream computer system provides a solution
to this problem. In such a computer system, an intercon-
nection network links the data base to parallel data
processors. The design is one that easily nartitions into

he design is one that easily partitions into
a small number (10 or less) of distinct, 32-bit very large
scale mtegrated circuits (VLSI) which are extensively
replicated in this system. The first examples of these
32-bit VLSI multiprocessor systems are presently com-
mercially available from new companies like Sequent,
Alliant, and Encore. The parallel partitioning of the
algonthms is xdeally suited to the variable resolutions
required by a head and eye tracked, high resolution
area-of-interest system design.

FIG. 4 is a block diagram of such a system. The sys-

_ tem has three major subsystems which work in parallel

1. the sublmage processors (SIP) compute an image
of the terrain, static objects on the terrain, and the
sky;

2. the object processors (OP) compute images of
dynamic objects, points, lines, special targets and
special effects; and

3. an image processor (IP) merges these images and
prepares them for display.

The algorithms in the subimage processors and the
object processors are optimized for their tasks, and are
not necessarily the same. That is, the subimage proces-

three-dimensional visible surface algorithm
with ray tracing (introduced in the discussion with
respect to FIG. 5); while the object processors may use
either the ray tracing algorithms or a hidden surface
algorithm with polygons. While the object processors

do not need to share their data bases in the object mem-

ories (OM), the subimage processors need access to the
large terrain data base stored in the global virtual mem-
ory units (GVMU). They access the subset of the data
base they need in their global physical memory (GPM),
while the global virtnal memory nnits (GVMU) supply
the data the global physical memories will need next
through the interconnection network (ICN). The three-
dimensional visual surface algorithm processes only
visible surfaces, eliminating the occulting overload
problem at the design level. The algorithm decomposes
the screen A into subimages B, where four of the subim-
ages in FIG. 4 are labeled 1 to 4, and processes these
The algorithm requires no
clipping of partially visible surfaces. A separate soft-
ware task, individual tasks 1 to N1, is created for each
subimage. The code or logic in each task is identical but
the input parameters for each subimage vary and the

writh annk ¢acl.
data processed from the data base varies with each task.

These tasks can be executed in parallel because they
process each subimage independently. The algorithm is
designed to minimize the logic executed in the average
subimage task. The subimage processors employ a mul-

tiple instruction stream and multiple data stream com-

puter architecture to perform the parallel processing of
these tasks, where each of the N1 tasks assigned to the
subimage processors may themselves be further decom-
posed into parallel tasks.

re usa 2
SCIS use a

semnmas imdasan ol
subimages inGepenaentiy.
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THREE DIMENSIONAL VISIBLE SURFACE
ALGORITHM

The . three-dimensional visible surface algorithm can
be visualized in FIG. 5. The position of the viewer’s eye
and the position of the perimeter of the display surface
define the field of view, and potential rays starting at the
eye and passing through screen sample points. The
display surface or screen, while shown as planar, also
may be curved (e.g., spherical). The screen’s spatial
resolution of picture elements (pixels) and spectral reso-

Iution (number of colors and auantization levels per

....... (number of colors and quantization levels pe
color) define the static quality of a display frame. The
temporal resolution, or frame update rate (e.g., 30
frames per second), defines the dynamic quality of the
display system.

FIG. § shows the data bage or gaming area with
buildings and the eye position and screen outside the
data base. The data base is defined over the X, Y plane
at the appropriate terrain or object elevation value Z
(X, Y). The initial position vectors of the eye, E, and the
upper left UL, lower left LL, and upper right UR cor-
ners of the screen are shown in FIG. 6. The eye is ini-
tially at the origin O looking down the X axis at the
center of the screen which is at a distance DX =1 from
the eye.

The algorithm uses the current attitude values of roll,
pitch, and yaw to rotate the three corners of the screen
about the origin. The rotated values are then used to

form scaled vectors (U, \I\ that

at can be used to comput

Uowg ‘\l \/\J(llpul\a
the position vector of aray (R), and the normalized ray
vector Q. The tail of ray vector R is at the eye E, and its
head is at the sample point on the screen indexed by
multiples of U and V, or R(PIX, LIN) with PIX multi-
ples of U and LIN multiples of V.

The following refers to FIG. 6:

Note: The arrow E indicates that the eye’s position is
translated from the origin at (O, O, O) to its current

posi sition at (EX, EY, EZ)
E\ (O, 0, 0)—(EX, EY, EZ)
I:(DX DY, DZ)
_k=( X DY, —DZz)
UR=(DX, -DY, D2)

: A—O.S*(horizontal FOV)
DY =DX*TAN(A)=TAN(A)
N_PIX=No. pixels per line and No. vertical scan
lines

—a single asterisk indicates multiplication
*—a double asterisk means raising to a power

N_LIN=No. horizontal scan lines

'I'TT \/K;[ T IN

T— 05(U+V)+(PIX*U)+(LIN"V)
PIX=1,2,..., N_PIX
LIN=1,2,...,N_LIN '

NORM(R)= SQRT(R(I)**2+R(2)"*2+R(3)**2)

—a single asterisk indicates muluplication *

*—a double asterisk means raising to a power

The indices (PIX, LIN) are used to locate the center
of a particular pixel that the ray vector is directed
towards. The ray vector’s tail is at the eye which is
initially at the origin, and in genera] the ray vector R,

normalized ray vecior Q, and step vector S are defined

by:

| C

=(vector to pixel center)—(eye vector)
R/NORM(R)
E+RNG*Q

” Oﬂ WI
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The ray vector is invariant to the translation of the
eye to its current position at (EX, EY, EZ). The algo-
rithm proceeds to step along the ray from the eye and
uses its current step position:

S=E+RNG *Q

RNG=RNG*NORM(Q)=NORM@E-E)
to access the data base and determine if the first opaque
voxel has been reached, where RNG is the range or
distance between the eye and the current step position.
This representation of S is analogous to the parametric

representation of a line determined by two points (X1,
Y1, Z1) and (X2, Y2, Z22), using the parameter t:

th

10
v

X=X(N=X1+oX2—X1)

—
L%

Y=YO)=YI+{2-Y1)

Z=2()=2Z1+(22—Z1) 210
where t=0 and 1 determines the start and end points. If
the solution of the first equation for t as a function of X
is substituted into the second two equations, then the
following nonparametric equations for Y(X) and Z(X)
result: %

Y(X)= Y1 +[(2— Y1)/(X2— X1)](X— X1)

Z(X)=2Z1+{(Z2-Z1)/(X2— XD))(X-X1). 30

A similar set of equations exists for the step vector
which are independent of the RNG parameter:

S()=E(1)+RNG * (1) 35

S(2Q)=EQ)+RNG * (X2)

S(3)=E(3)+RNG * ((3) 40

mn
U
RNG=[S(1)~E)}/X1)

S)=[EQ2)—(Q2)/QA) * EMI+[0Q2)/Q(1)] * 5(1)

S(3)=[EQ)— (@G * B+ [/ ) * s1)

where I=1, 2, 3 and S(I) represents the X, Y, and Z
components. The Q vector’s components are the ray
vector’s direction cosines:

Q¢ = R/NORMR) = Q(1)i + 2V + Q()k
= (), &), A3)
A = O *i= NORM(QNORM(icos A(Q, /)
= cos A(Q. i)
02 = O%*i=cos A0 N
K3 = Q*k=-cosAQ b
where i, j, and k are. unit vectors pointing down the X,

Y, and Z axes, and A(Q, i) is the angle between the Q
and i vectors.

Each ray can be processed in parallel and no hidden
surfaces are processed. A pseudocode representation of
the software which implements the parallel process of
stepping along a ray through a hierarchical voxel data
base is setforth below. The hierarchy has four levels in
this example. Range thresholds, TH_L, (where L is 1,
4, 16, 64) are used at each level so that the appropriate
coarse resolution color or sensor data is used when the
range exceeds these thresholds. This effectively allows
the ray to thicken or spread as the range increases from
the eye by returning only color values, C_L, from the
larger, coarser resolution voxels when the range ex-
ceeds these thresholds, and has an anti-aliasing effect
which is built into the hierarchical voxel data base as a
preprocessing step, before any repetitive image genera-
tion takes place. This algorithm not only models the
reflection of visible solar illumination along rays from
reflecting surfaces to the viewer’s eye, but also models
the IR emission and reflection along the same rays being
received by an IR sensor or the reflection of radar

1 2 tonma
beams being received by a radar antenna.

AND THROUGH HIERARCHY OF VOXEL.

RAY THROUGH PIXEL
S(L =1,4,16,
USING PSEUDOCODE

INITIALIZE X,

o
LALILLE Al), S

ey A
(1) AT

NE OF THE INITIAL RAYS IN SUBIMAGE) THEN
; (START STEPPING FROM EYE)

NGE USING VALUES FROM NEARBY RAYS; (RANGE

LEVEL 64;

WHILE (ST._64(S(1), S(2), S(3)).NOT.OPAQUE)
STEP AT LEVEL 64 TO NEXT X(I) AND COMPUTE S,

END WHILE;
COMPUTE RNG;
R_64(1,J) = RNG;

IF (RNG.GT.TH._64) THEN

C(LJ) = C__64(S(1), SQ), SQ));

R(1.J) = RNG;
ELSE

INITIALIZE X(1), S(I) AT LEVEL 16,
WHILE (ST_16(S(1), S(2). S(3).NOT.OPAQUE)
STEP AT LEVEL 16 TO NEXT X(I) AND COMPUTE S(I):

END WHILE;

COMPUTE RNG:

IF (RNG.GT.TH_16) THEN
C(LI) = C_16(S(1), S(2). S(3)):
R(1,J) = RNG;
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-continued

STEPPING LOOP ALONG RAY THROUGH PIXEL INDEXED BY (L)),
AND THROUGH HIERARCHY OF VOXELS (L = 1, 4, 16, 64)

USING PSEUDOCODE

ELSE
INITIALIZE X(I), S(I) AT LEVEL 4;
WHILE (ST_4(S(1), S(2). S(3)).NOT.OPA.

UE)

STEP AT LEVEL 4 TO NEXT X(I ) AND COMPUTE S(1);

END WHILE;
COMPUTE RNG;
IF (RNG.GT.TH._4) THEN

C(LJ) = C_.4(S(1), $(2), S(3));
R(L]) = RNG;
ELSE

INITIALIZE X(I), S() AT LEVEL 1;
WHILE (ST_I(S(I) S(2). S(S)) NOT. OPAQUE)

STEP AT LEVEL i TO NEXT X(I) AND COMPUT,

END WHILE;
COMPUTE RNG;
CLT) = C_1S(1), S,
R(1J) = RNG;
END IF
END IF
END IF
VARIABLE DEFINITIONS

S0
S

RNG = RANGE FROM EYE TO STEP POINT ALONG RAY

X(I) = LABLE OF INTEGER BOUNDARY POINT ALONG RAY

S() = VOXEL STEP INDICES RELATED TO X(I) BY: S(I) = X(I) + DELTA

ST 1:81Y €133 801 — VOYE

—LiS{1). 5€2), 5(3)) = VOXEL STATE AT LEVEL L AND POSITION S§(I)

C__L(S(1). 5(2). S(3)) = VOXEL COLOR AT LEVEL L AND POSITION §(I)
TH_L = RANGE THRESHOLD AT LEVEL L

C(LJ) = SCREEN COLOR OF PIXEL INDEXED BY (LJ)

R(LJ) = RANGE WHEN STEPPING ALONG RAY TERMINATED

- L =14, 16 64 = VOXEL HIERARCHY LEVEL = LENGTH OF SIDE OF VOXEL

R_64(LJ) = RANGE WHEN STEPPING ALONG RAY AT LEVEL 64 TERMINATED

The range thresholds are computed by first evaluat-
ing the angle subtended by a single pixel

A__PIX=H_FOV/N_PIX

'1

o 2 94 PRSPy
h o] s H_FOV and the

umber of 1xels per lme s N_PIX. The arc length
subtended by this angle at range, RNG, is

rb
e

L=A._PIX*RNG.

The range thresholds are defined by the range at

which a voxel whose edge is length L units would fill

the angle, A_PIX, if the voxel's surface normal were

parallel to the ray down the center of A_PIX, so that
TH_L=L/A_PIX=
TH_1.

L*N_PIX/H_FOV=L1*-

An example of this sequence for TH_L is 611, 2445,
9779, and 39114 for L=1, 4, 16, and 64 with N_.
PIX=640 and H._FOV =60 degrees. Note that for a
planar display, A_PIX is correctly evaluated for the
center pixel, but increases as the rays progress towards
the edge of the dispiay.

The code that implements the STEP AT LEVEL L
for each level in the hierarchy is similar in each case,
and is the kernel software of the inner loops which
yields the biggest return for optlmlzauon

The stepping strategy of the algorithm is to step at a
coarse resolution until the ray intersects an opaque
voxel at that resolution. H:gh resolution (L=1) steps
are taken only if the range is less than TH_4, and then
only after an opaque coarse resolution (L.=4) voxel has

caaree rasmliiios
been intersected. The color values of coarse resolution

voxels are averaged over their interior higher resolution
voxels.

The capability to shade objects and to correctly
shape the shadows given an arbitrary polar and azimuth

35

45

60

65

angle of solar illumination is provided by the shadow
algorithm defined below.

SHADOW PRODUCING ALGORITHM

OR ALL (VOXELS IN THE DATA BASE)
INITIALIZE STEP POSITION AT CENTER OF
VOXEL AT LEVEL |;

Si0 = S1
S20 = 52
S30 = 83
TAKE FIRST STEP;
WHILE (ST_(S1,52,S3).NOT.OPAQUE)
STEP TO NEXT X(I) AND COMPUTE S§(1);
IF (S3.GT.Z_MAX) THEN GO TO END ALL
END WHILE
C__1(S1,82,83) = F*C__1(S1;82,83)
C._64(510,520.530) = F*C_64(510,520.S30)
END ALL
Notes:
1. F = Shadow factor (E.G. F = OOZ)
2. Stannmina lnam tarminataz sok

2. Stepping loop terminates wh
(a) Ray intersects opaque voxel. or
(b) Ray exits 1op of data base.

3. Voxel color at (§10,520,530) is:
(a) Shaded in case 2-a,

(b) Unchanged in case 2-b.

The strength of the volume element or voxel ap-
proach shown in FIG. 7 resides in the use of real aerial
photography merged with digital terrain elevation data,
followed by raising objects on the terrain to their appro-
pnate Z values. The shadow length L(S), of the ObJeCt
and the solar angle, A, computed from latitude, 10ng1~
tude, time of day, and day of the year are used to com-
pute the Z value of the object by

tan A=2Z/L(S)

Z=[(S)*tan 4.
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This estimated Z value is fine tuned by adding a com-

puted shadow to the real image and comparing the

length of the computed shadow with the real shadow in
the image. The Z value is then corrected to make these
shadows the same length.

A list of the advantages and key features of the three-
dimensional visible surface algorithm follows:

1. No hidden surfaces are processed; however, the
empty space between the eye and the first opagque
surface along the ray is processed.

No search of the full data base is required.
3. No data is processed which is outside the field of
view; i.e., no “culling” or “clipping” are required.
. No real time scan conversion is required because
the algorithm and data structures (pixels, rays,
voxels) are inherently compatible with raster scan-

- The algorithm is similar to:
a. the eye seeing a real image using a real data base
or the eye seeing an image on a screen;
b. geometric optics and its use of ray tracing; and

C. scattering, emission, and Monte Carlo simula-
tions.
6. The algorithm is optimized for:

a. large data bases with high information content;

b. many hidden surfaces intersected along a ray;
and

¢. low or nap of the earth flight.

7. The processing time is dependent on the resolu-
tions of the screen and the data base.

8. The processing time is independent of data base
complexity due to the number of objects or the
rendering of objects.

9. The sampling density of the screen can vary to
accommodate a high resolution area of interest.

10. The algorithm adapts easily for a non-planar
screen.

Now referring back to FIG. 5, FIG. 5 also visualizes
the hierarchial resolution data structure using two reso-
lutions. The state (opaque, transparent, semitranspar-
ent) of low resolution volume elements or voxels is
stored using two bits. Further memory is required to
store the high resolution voxel data, such as color, only
if the state is opaque or semitransparent. The voxels are
randomly accessed as a three-dimensional array

T HSIUN

using
the (X, Y, Z) value of the step vector (S) along the ray.
For example, S(1)=X is decomposable into a four level

hierarchy by expressing X as a sum of bit fields:

X X(3DX3) . .. X(1) X(0)

X3 * 2**31) + ... + X(1)*2 + X(©)

X319 * 512 4+ X(8,6)* 64 + X(5,3)* 8 + X(2.,0)
X(31,12) * 4096 + X(11,8) * 256 +

X(74) * 16 + X(3,0)

X(31,12) * 4096 + X(11,7) * 128 4

X(6,3)* 8 + X(2,0)

X XI-1)...x0)

fl

X1

where bit I of the binary representation of X is X() and
X(1, J) is the bit field going from bit I down to bit J
where 1.GT.J. The three cases shown here have voxels
of resoltuions (1, 8, 64, 512), (i, 16, 256, 4096) and (1, 8,
128, 4096), respectively. A list of the advantages of the
hierarchial resolution data structure follows:

1. Minimizes system processing requirements:

—
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_ 1.1 minimizes number of steps along a ray;

1.2 allows steps of different resolutions or lengths;
and

1.3 attempts to use low resolution steps in empty
space.

. Minimizes system data memory requirements:

2.1 memory is not required to store position data;

2.2 position data is encoded in voxel’s address; and

2.3 attempts to store data on empty space in low
resolution voxels and not in medium or high
resolution voxels.

3. Allows random access of data by its position at
different spatial resolutions.

. Permits option of encoding data base at different
resolutions, e.g., high resolution mission corridor
surrounded by lower resolution ocean, desert, or
farmland.

. Allows use of semitransparent state of voxels for

clouds, smoke, haze, or other atmospheric effects.

Accommodates range dependent level of detail by

storing average values of higher resolution voxels

in next lower resolution voxel (if a range threshold
is exceeded, these lower resolution average values
are used to terminate a search along a ray).

7. Aids the implementation of memory management
by using the three dimensional (3D) position to
label pages.

. Assigns a separate set of
structure consistent wit
Sensor.

If the eye is above the data base and the ray intersects
the data base, then only one step is taken before entering
the data base. To solve for the ¥

=82 VasC. O SCIVE IO i A,

un

oo

parameters of the data
the resolutions of each

wrnlev e ool a1
Y values where the

ray intersects the top of the data base at ZMAX, it is

_necessary to determine the range RNG of the step S(I)

along the normalized ray Q(I) where the new step
height E(3)+RNG * Q(3) equals ZMAX, or:

ZMAX=EQ3)+RNG * (X3)
RNG=(ZMAX~ E(3))/(X3)
X=E(1)+RNG * 1)

Y=E(2)+RNG * X2)

If the ray misses the data base or exits from the data
base without intersecting an opaque surface, then the
value of Q(3) determines whether the ray is above
(Q3).GT.0) or below (Q(3).LE.0) the horizon.
Q(3).GT.0 means Q(3)>0, where

GT=Greater Than

LE=Less Than or Equal in Fortran
If above, then the pixel can have the color of the sky
appropriate to the magnitude of Q(3) with some haze
along the horizon for small Q(3) blending into blue for
large Q(3). If the ray is below the horizon, then modulo
arithmetic is used to generate a duplication of the origi-
nal data base over the (X, Y) plane. The stepping along
the ray proceeds through the duplicated data bases until
an opaque surface is reached or S(3) is greater than
ZMAX.

A range buffer approach is used to combine the im-

ages of the static data base with dunamic ohisrtc
ages of the

L2 L T
SREL Lala vdse il GynamicC Oojects. 1 nis

approach is similar to the popular Z-buffer algorithm.
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The range between the eye and the first opaque voxel
along a ray is used to determine which voxel is nearer to
the viewer and should be displayed. The range can be
evaluated without using the square root; e.g.,
RNG=(S(1)—E(1))/Q(i).

The three-dimensional visible surface display algo-
rithm references the data base using X(I), Y(J) and Z( K)
and allows a general distribution of volume elements or
voxels at these three-dimensional grid points. This is the
highest per!’crmance version of the display algorithm,
but it also requires the most address computation and
the most memory.

FIG. 7 visualizes the four voxel data structures that
correspond to the four cases of the three-dimensional
visible surface display algorithm summarized in Table

™

DOV AVAARIA OMIRAARUZ LV 121 R QUIN
IL. In all cases, the two dimensional surface voxel data
values (e.g., R=Red, G=Green, B=Blue) can be de-
fined by aerial pnotography Case 1 is the same as an
image array of picture elements or pixels. Cases 2, 3 and
4 require terrain elevation data Z(X,Y), whereas Case 1
has no elevation data.

TABLE II

o
<D

16
S(3) is less than or equal to the low resolution value of
In Case 2, the aerial photography is registered to the
elevation data Z(X, Y) resulting in a smooth continuous
mapping onto the real terrain contours. In addition,
when objects like buildings, cylindrical storage tanks,
or conical (coniferous) trees are recognized, they are
grown as discontinuities above this smooth Z(X, Y)
surface. This growth of objects is shown in Case 2 of
FIG. 7. The modeling constraint for Case 2 is that ob-
jects are always opaque and that there are no color
changes in the Z direction over an (X, Y) point. Within
this constraint, each of the four walls and the top of the
building are different shades of the same color to repre-
sent proper sun angle and surface reflectivity. Case 3
allows the vertical distribution of opaque voxels to
construct objects, such as trees, bushes, or telephone
lines that have transparent holes in the vertical direc-
tion.
The memory required for these cases usin

10ry required TACSC Casc H

si differen
size gaming areas and grid resolutions is discussed be-

00

FOUR CASES OF 3D VISIBLE SURFACE ALGORITHM AND DATA

Array Indices

Data Used to Compute  Fields of Processing
Mathematical Description Structure Record Address Record of Algorithm

1 Sing]e Valued 2D 2D Array XY R.G,B Single Step

Surface at Z(X,Y) = 0 of Records along Ray
from Eye to
ZX\Yy=0

2. Single Valued Discontinuous 2D Array XY R,G,B,Z Step along

2D Surface at Z(X,Y) of Records Ray from
Eye until
S3)LE.Z

3. Single Valued Discontinuous 2D Array XY R.G,B,Z: Step along
2D Surface at Z(X.Y) Plus of Records R1,G1,B1,Z1; Ray from
Multiple (e.g, 2 to 5) Voxels R2.G2,B2,72;
above Z(X,Y) S(3) LE Z

S(S).EQ.ZI
or
S(3)EQ.Z22
or...

4. Version 3 wiih Potentiaily 3D Array XY, Z ST,R,G,B Step along
Large Multiple (e.g.. 6 or of Records Ray from Eye
Greater) of Voxels over until ST.EQ.
Z(X,Y) Opaque

R.G.B = Red, Green. Blue

ST = State of Voxel = Transparent. Semitransparent, Opaque. Fill (for Concaviti
S(3} = Z Component of Step Vector

Ray tracing in Case 1 rcquires only one step to Z(X,
Y)=0 and a computation where the ray intersects the
(X, Y) plane. This computation is identical to the com-
putation discussed earlier where a ray intersects the top
of the data base at ZMAX, only now ZMAX=0. In
cases 2 and 3, multiple steps are requxred At each step
position S(I), where I=1, 2, and 3 corresponds to X, Y
and Z, the S(1) and S(2) values are used to reference the
data and S(3) is compared with the Z value stored at
that (X, Y) address. In Case 2, the stepping terminates
when S(3) is less than or equal to Z and in Case 3, the
stepping terminates if that condition is true or if S(3)
equals Z1 or Z2. In both Cases 2 and 3, a hierarchy of
resolutions can be used to minimize the number of steps
along a ray. For example, if 1, 10 and 100 foot resolu-
tions are used, then on a 10 foot grid, the maximum
value Z is stored at its 1 foot locations; and on a 100 foot
grid the maximum value of Z is stored at its 10 foot
locations. Stepping then continues at low resolution
when 5(3) is above the low resolution value of Z. Step-
ping at the next higher resolution takes place only when
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low. Table III shows the number of grid points for
different gaming area sizes and three different grid reso-
lutions. The bytes per voxel and grld points that each
data structure requires are listed in Table IV, where
there is assumed one byte of color data (e.g., Red=3,
Green=2, Blue—3) and Z values are stored as two
byte integers (e.g., Z=0, 1, ..., 65535). In Case 3, it is
assumed that two voxels above the third at the Z(X, Y)
surface are sufficient to model trees and bushes. If the
number of grid points in a gaming area is multiplied by
the number of bytes per grid point for a pamcu]ar data

structure, the size of the memory required in megabytes

is found. Therefore, the memories required for the three
gaming areas and their corresponding grid resolutions
are 140, 420 and 1260 megabytes (MB) when using data
structure Cases 1, 2 and 3, respectively.
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TABLE 111

GRID POINTS FOR DIFFERENT GAMING AREA SIZES

AND DIFFERENT GRID RESOLUTIONS

X,Y) Grid No. of No. of
Resolution  Grid Points  Grid Points
Gaming Area (mi?) (ft) per mi2 in Area
I1X5=5 1 28 x 107 140 x 106
10 X 50 =5 x 102 i0 28X 105 140 x 108
100 X 500 = 5 x 104 100 28 x 100 140 x 106
TABLE IV
BYTES PER VOXEL REQUIRED BY
EACH DATA STRUCTURE CASE
Data No. of No.of No. Of Bytes Per
Structure  Voxels at  Variable z- Grid
Case Grid Point Z Values Color Value. Voxel Pt
1 1 0 1 0 1 1
2z 1 1 1 2 3 3
3 3 3 1 2 3 9

An alternate method of building the data base is to
use a nested hierarchy of resolutions. A 1X5 square
mile area of interst is modeled at high resolution (1 ft) to
support low flight. This high resolution area is embed-
ded in a 10X 50 square mile area at medium resolution
(10 ft), and the 10x 50 square mile area is embedded in
a 100X 500 square mile area at low resolution (100 ft).
The low resclution data base supporis high air-to-air
training missions and the high resolution data base sup-
ports lower air-to-ground missions. The medium resolu-
tion data allows a smooth transition in altitude. The
memory required for this 100X 500 variable resolution
data base is 3X420 or 1,260 megabytes (MB) if the data
structure of Case 2 is used.

Dynamic objects are modeled as variations of Case 3
using muitipie vaiued two-dimensional surfaces that are
usually continuous. For example, the fuselage and wing
of a plane are double valued in Z, as are general surfaces
like ellipsoids and spheres.

The use of variable resolutions in the data base allows
adaptive sampling along a ray, where sampling using
coarse steps occurs through empty space, and sampling
using fine steps occurs near opaque surfaces.

Advantage can be taken of bit parallel arithmetic
using Case 4 of the algorithm. For example, if the vol-
ume element or voxel state is binary (transparent =0,
opaque=1) and 3X3 X 3=27 voxel states are packed in
one 32 bit word, then steps at units of 3 voxels are taken
before siepping at units of one voxel. If the integer word
is zero, then the 3X3X3 voxel is transparent and an-
other 3-unit step is taken. If now the integer word is
non-zero, then unit steps must be taken along the ray

and the appropriate bits tested. As the word is already

Ry % T

1 Ao dnbia o .
in a register, full advantage is taken of the highest speed
memory. ’

IMAGE MAPPING

»

A unique strength of a ray tracing algorithm com-
pared to a polygon algori is its ease in solving the
image mapping problem. This problem involves map-
ping a planar source image surface, the coordinates of
which are (u, v), onto a non-planar display surface
through some lens system. Pixels on this source surface,
which is like a single frame of movie film, radiate light
through the lens system. The lens system then projects
and focuses the source pixel onto a unique pixel of the
non-planar surface (e.g., a spherical screen). If the (u, v)
pixels of the source surface are indexed by (K, L), then
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they are mapped onto a unique set of screen pixel coor-
dinates X(K, L), Y(K, L) and Z(K, L). This mapping is
determined by the optics of the lens system.

To modify the algorithm to accommodate this map-
ping, each of the X, Y and Z screen pixels indexed by K
and L are rotated into their corresponding ray vector
R(I):

R(D=RM(1,1)*X(K,L)+ RM(1,2)*Y(K,L)+ R-
MLOWSZ(K L)

MU Z(KL
where RM is the rotation matrix. The values of X(K,
L), YK, L) and Z(K, L) can be computed once in a
preprocessing mode and stored in memory for table
lookup. This non-planar screen version of the algorithm
requires a rotation transformation on each screen sam-
ple point, whereas the flat screen version of the algo-
rithm required rotation of only the three corners of the

screen, followed by a linear combination of the U and V
Screen vectors,

OPTIMIZATION USING IMAGE AND DATA

BASE RANGE COHERENCE

If data values have coherence, then they are corre-
lated and probably close in value. Image coherence is
the two-dimensional property of the image in which
two pixels which are close in position are also close in
value. Data base range coherence is the three-dimen-
sional property that two rays which are close in position
have ranges from the eye to their first opaque vozxel that
are close in value. Optimization for a real time system
requires that the property being used for optimization
appears in all images. Since image coherence mainly
occurs in images of man-made objects at close range
with large homogeneous image areas, and image

coher-
ence decreases as the range increases so that more ob-
Jects are projected onto only a few pixels, image coher-
ence is not suitable for optimization of a real time sys-
tem; however, range coherence occurs in all images.
The coherence in range does depend upon the roll,
pitch'and yaw angles. These rotation angles that deter-
mine attitude are defined in the description relating to
FIG. 6. If roll is zero, so that the top and bottom of the
screen are parallel to the horizon, then range is an al-
most monotonically increasing function as the ray tra-
verses the screen from the bottom to the top of a verti-
cal scan line. The exception occurs when Z(X, Y) in-
creases for objects on the terrain and the pitch is down.
The more Z(X, Y) is a gradually changing convex sur-
face, the more range tends to increase monotonically.
With a downward pitch angle at the edge of vertical
objects like buildings, the range increases and then de-
creases due to the perspective effect of the top of the
building nearer the eye appearing wider than the bot-
tom of the building. This problem is solved by adding a
convex surface to fill in the concavities at the edge of
vertical sides of objects, i.e., case 2 plus a concave fill

surface. Also. by more accurataly ctamming alamo

£3359, By IOIT aclurailiy sicpping aiong a ray,
that is, stepping along integer voxel boundaries, jagged
lines due to aliasing caused by inaccurately stepping
along a ray by merely incrementing the range are de-
creased.

The use of range coh
results in a large decrease in processing and memory
accesses compared with stepping along each ray start-
ing from the eye. Instead of decomposing the image into

vertical scan lines for range coherence, the image may

[
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be decomposed into a grid of square subimages. A
square subimage may be decomposed into a sequence of
concentric square annuli one pixel wide which con-
verge on the pixel in the center of the subimage. If the
subimage pixels are processed by first ray tracing the

outermost annulus from the eye, and then sequentially

nrocgssgno each square annulus progress‘ng flu‘" ﬂ}‘_

outermost annulus of the subimage towards its center,
then each inner annulus can use the minimum value of
RNG_64 obtained from the rays in the adjacent exte-
rior annulus, where RNG_64 is the range at which a
ray intersected its first opaque coarse resolution (64
units) voxel. This approach is more general than the
vertical scan line approach and works for any values of
roll, pitch and yaw; however, it takes less advantage of
range coherence.

With the vertical scan line approach, an oversized
image is first computed using the correct values of EX,
EY, EZ, pitch and yaw. This image is then rotated by
the roll angle to prouuce the correct image. The only
pixels in the oversized image that need to be computed

are the subset actually used in the rotated image.

INFINITE EXTENSION OF THE DATA BASE
USING MODULO ARITHMETIC

Modulo arithmetic is used to repeat the synthetic and
aerial photography data bases indefinitely by convert-
ing larger virtual (X, Y) addresses to the physical range;
e.g., (722, 515) becomes (210, 3) if the size of the data

base is 512 512. This allows the algorithm to be used :

with a high density infinite data base which is useful, for
example, in simulating a fighter plane flying at low
altitude, say 200 feet, with a shallow downward look
angle. .

The Data Base Modeling and Analysis System
(nRMAQ\ shown in FIG. 3 consi Ant

-~ V\lllﬂlstﬂ \lf lllulklplc u.nu:\
bases and the hardware and software needed to manipu-
late them. The Data Base Management System’s
(DBMS) software creates, modifies and transforms
these data bases. The display algorithm requires a data
base dependent on volume elements (voxels) as opposed
to edges and polygons. This voxel display algorithm
results ina sump]er transformation from a grldded De-
fense Mdppmg Agency elevation data base to a simuia-
tion data base, since the simulation data base is also
gridded. This voxel (gridded) data base is used to de-
scribe the natural terrain and man-made structures, and
is created by digitizing the aerial photographs into a

" c1aid onto the corre
very fine grid. This grid is then overlaid onto the corre-

sponding digital terrain elevation data. There are two
reasons for using a voxel type data base: (1) hardware
efficiency is improved if the memory can be organized
(highly interleaved) such that the scanning process can
access the memory with minimal contention; and (2)
natural terrain texturing is improved if the data origi-
nates from aerial photography; the details of the terrain
textures are built-in. At each location, (X, Y), the voxel
data base contains the color (or brightness) information
and the elevation value of that location.

In initializing this real time computer image gener-
ated (CIG) data structure from a non-real time simula-
tion data base, voxel data in a hierarchy of resolutions is
created and stored, e.g., 1, 10, and 100. The computer
image generating system can then process the data at
the resolution appropriate to the range between the
viewer and the object being viewed. At 10 units resolu-
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tion, the average of the 1 unit resolution data is stored,
and at 100 units resolution, the average O1 f the 10 unit
resolution data is stored. This averaging of voxels to
treat range dependent level of detail can be performed
automatically, as contrasted with the human decisions
on level of detail required by a polygon data base. If
high resolution data is required oaly in a corridor
through the data base, then the data base management
system (DBMS) creates a non-real time simulation data
base at coarse resolution outside the corridor, and high
resolution inside the corridor to support this range de-

pendent variable resolution processing.

The menu driven data base management software
modules are presented below.

DATA BASE MANAGEMENT SOFTWARE
MODULES

1. HELP—MODULES CONTAINING INFORMA-
TION TO HELP THE NEW USER, INCLUDING
GENERAL SYSTEM INFORMATION. THESE
ARE STORED IN A HIERARCHICAL STRUC-
TURE.

. DATA BASE QUERY

2.1 DISK SPACE AVAILABLE

22 FILE INFORMATION—A

LEVELS OF DETAIL

23 LIST OF STORED GEOMETRIC DATA
BASES
2.3.1 TERRAIN

e ol
i

2.3.2 OBIECTS
24 LIST OF STORED SIMULATION DATA
BASES
2.5 LIST OF STORED AUXILIARY DATA
BASES
2.5.1 DIGITAL DATA AND ONLINE OR OF-
FLINE LOCATION
2.5.2 ANALOG DATA AND THEIR LOCA-
TIONS (E G. RGOM LJ}
3. TRANSFORMATION OF DATA BASES
3.1 GEOMETRIC TO GEOMETRIC
3.1.1 INTERPOLATION
3.1.1.1 LINEAR
3112 NONLINEAR—POLYNOMIAL,
BICUBIC, QUADRIC, SPLINE, FOURIER
SERIES.
3.1.1.3 RANDOM—E.G. 3D FRACTALS
3.1.2 EXTRACTION OF SUBSETS
3.1.3 MERGING OF SUBSETS
3.14 CHECK FOR CONTINUITY (INTEG-
RITY, CONSISTENCY, VALlDITY)
3.2 ADDITION OF SENSOR DATA
3.2.1 ADDITION OF COLOR (RED, GREEN,
BLUE) FOR VISUAL
3.2.2 ADDITION OF SURFACE NORMAL
FOR VISUAL AND RADAR
3.2.3 ADDITION OF RADAR REFLECTIV-
ITY (ANGULAR DEPENDENCE)
3.2.4 ADDITION OF IR EMISSIVITY
3.2.5 ADDITION OF LLTV INTENSITY
3.3 NON-REAL-TIME SIMULATION TO REAL-
TIME SIMULATION
4. DIGITIZATION
4.1 LINE DRAWINGS
4.1.12D
4.1.23D
4.2 3D MODELS
4.3 IMAGES

5. OBJECT CREATION
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3.1 SURFACE OF REVOLUTION
5.2‘ WMERGING FEATURES AND COMPO-
INEINTLY
6. OBJECT MANIPULATION—TRANSLATE,
ROTATE, SCALE, INPUT SHAPE PARAME-
TERS (BOUNDARY POINTS, SHADOW
LENGTH, HEIGHT)
7. SOLAR MODEL—ILLUMINATION, SHAD-
ING, SHADOWS, TEMPERATURE

8. COLOR PALETTE—FOR SELECTION AND 1

MATCHING OF COLOR
9. TEXTURE

9.1 REGULAR—CHECKBOARD

9.2 RANDOM-—LARGE CHECKERBOARD,
SMALL SPECKLES, WAVES
9.3 2D FRACTALS
10. ATMOSPHERE AND WEATHER

[N Y 7aVal ™MYTQOT™
HAZE, SMOG, DUST,

AIULDS

10.2 PRECIPITATION IN AIR
10.3 PRECIPITATION ON SURFACES—RAIN,
SNOW, ICE .
1. AUXILIARY IMAGE (VISUAL, SAR, IR)
DATA
11.1 REGISTER TO TERRAIN DATA BASE

11.2 2D TO 3D MAPPING ONTO TERRAIN
DATA BASE

12.  TRAJECTORY DETERMINATION—FOR

PLANNG TRAINING TASKS AND SCENAR-

108

12.1 TARGET OR THREAT TRAJECTORIES
VIEWED FROM FIXED POSITION AND AT-
TITUDE IN THE DATA BASE

122 OWNSHIP TRAJECTORIES VIEWED
FROM OWNSHIP MOVING THROUGH
DATA BASE

12.3 SAME AS 12.2 BUT ALSO VIEWING 12.1

12.4 GOD’S EYE (ORTHOGRAPHIC) VIEW OF
ANY OF THE ABOVE FROM SUFFI-
CIENTLY DISTANT POSITION AND ATTI-
TUDE SO THAT WHOLE GAMING AREA IS
IN VIEW OR A DESIRED SECTION OF
AREA

software design goal was ease of creation of

correlated visual and sensor data bases by non-technical

personnel. The user of this subsystem does not need to

know a programming language. After logging on to the

system, the user interacts with the menu presented on a

CRT and written in English. Each menu displayed

L o
1 HcC

would have HELP as the first selectable item. If HELP
is selected, some level of information is displayed about
that menu.

Most of the modules are self-explanatory, and some
are dependent on each other. For

example,
forming a geometric data base to a visual simulation
data base, the user might also be using the color palette
moduie, moduie (8) above. To realistically add color to
terrain or to an object on the terrain, the user would
query the list of auxillary analog data module (252 for
aerial photography.

This computer image generation approach allows
solar model or time of day (module 7) information to be
added to the data base in a preprocessing mode. This
information includes direction of illumination, shading
of surfaces, shadows of static objects, and temperature
to drive IR intensity. Atmospheric and weather effects

can ho addad ta o siven gisasiladi I

¢an be added to a given simulation data base using mod-

ules 10.1-3.

in troaoe
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A major feature of the all digital approach to data
base creation is maintaining correlated simulation data
bases. If the application requires the creation of visual,
IR, and LLLTV data bases, then they are all created
from the same geometric data base. Adding or deleting
an object occurs in the geometric data base and is then
propagated through to the simulation data bases.

The hardware to implement the non-real time
DMBAS has the same architecture as the real-time
hardware of FIG. 4, but can use siower and/or fewer
hardware components. The subimage processors are
composed of off:the-shelf multiprocessors like the Al-
liant, and a network of these multiprocessors linked by
Ethernet are used to tune the system size to the system
through-put requirement. These muitiprocessors also
function as input units or output units, and also support
the data base creation software discussed above as well
as the simulation software.

SYNTHETIC DATA BASE MODELING

The synthetic data base provides the capability to
model flat linear surfaces as well as curved non-linear
surfaces, such as circular lakes and cylindrical storage
tanks. In the case of a storage tank, smooth shading is
employed and case 2 of the algorithm is used. Trees are
modeled using cones with random variation in both Z
and shade in the rings of voxels that make the cone.

AERIAL PHOTOGRAPHY DATA BASE
MODELING ’

Interactive data base management software provides
for the tracing on the digitized photograph of polygon
boundaries of objects (like buildings). A constant Z
value is then assigned to the polygon if the object has a

H i s 1mgines tla
flat horizontal roof. The Z value is estimated using the

length of the object’s shadow.

EFFECT OF MEMORY MANAGEMENT

ORGANIZATION ON SYSTEM
ARCHITECTURE

The system design objectives for memory manage-
ment and organization are:

1. Structure visual and sensor simulation software to:

a. minimize requests to global memory (GM);

b. maximize locality of global memory references
so that memory references from different pro-
cesses are decoupled.

2. Satisfy processor-to-global memory bandwidth
requirements of simulation software.

3. Minimize interconnection network hardware be-
tween processors and global memory in both num-
ber and width of data paths.

As discussed hereinabove, three-dimensional range
coherence is used to minimize both processing and
global memory (GM) requests during the stepping
along a ray. The computation of the image is decom-
posed into parallel tasks to compute either vertical or

i ] PR R
square subimages, where the vertical subimage process-

ing involves serial processing from the bottom to the
top of the image in a vertical scan line. Since the data is
referenced by its (X, Y, Z) location, the data accessed in
the field of view of one subimage, in general, is different
from data accessed in other subimage fields of view.
The simulation software therefore satisfies the first set
of design objectives.

Two memory management approaches have been
considered to meet the last two objectives.
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1. Static memory management initializes global mem-

ory with the full data base from disk prior to image

computation, with no real time update.
- Dynamic memory management initializes global
memory with a subset of the data base in the field

of view of the first frame and updates global mem-
ory from rnmtmo disks dnﬂng the current frame

w1th the next frame s data base subset as it differs
from the current frame’s data base.

The difficult constraints that are faced in this analysis
are the real time performance requirement and the per-
formance parameters of semiconductor and rotating
disk memory hardware. The advantage of the first ap-
proach is its mdependence from disk technology. The
disadvantage is that the cost of semiconductor memory
for the system is proportional to the size of the full data
base (e.g., 200200 sq n mi) as opposed to the size of
the subset of the data base (e.g., 5%20 sq n mi) required
to compute the current frame’s image

N

[

Two organizations of the giobal memory that can be 2

used with either of the above memory management
approaches are compared below. They are distin-
guished by whether the data processing function di-
rectly accesses global memory for packets of data as the
or whether the data processing
function directly accesses packets only from a local
memory decomposed into pages previously brought in
from the global memory.

ORGANIZATIONS OF GLOBAL MEMORY (GM)
Packet Access

gires it
software requires it,

1. Packet size is determined by the individual

ware access of voxel state from data base a
space size (e.g., 5 bytes).

2. Packets are interleaved across giobal physical
memory units (GPMU) to minimize access contention,
but a single packet is stored in a single global physical
memory unit (GPMU).

id soft-
nd address

3. Packets are accessed from the global physical
memory unit (GPMU) by processors in a mngie frame to

produce an image.
4. Only the packets that a processor requires are ac-
cessed.

5. Does not require duplicate page memory in local
memory ( 1. M),

6. ngh frequency of processor access requests to the
global physical memory unit (GPMU) for small packet
transmission.

7. Limited by speed of memory chips.

8. Transmission of pages from disk to the global phys-
ical memory unit (GPMU) requires the mterconnectlon
network (ICN) to distribute interleaved packets in a

page.
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9. Processor design must solve problem of latency of 55

the global physical memory unit (GPMU) accessed.
10. The interconnection network (ICN) supports
processmg and dynamxc memory management using

ther overlapping or a

either over time sliced dpproacn

Page Access

1. Page size is determined by the number of the (X, Y)
grid elements in the data base equivalent to one page
{e.g., 40,000 voxels).

2. Pages are interleaved across global physical mem-
ory units (GPMU) to minimize access contention, but a
single page is stored in a single global physical memory
unit (GPMU).

65
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3. The sending of pages from the global physical
memory unit (GPMU) to the processor for the next
frame is overlapped with processors accessing packets
from local memory (LM) for a current frame.

4. Pages in the local memory (LM) contain some
unneeded data.

S. Reguires duplic
ory (LM) to store pages for the
frame.

6. Low frequency of the processor access requests to
the global physical memory unit (GPMU) for large

block (page) transmission.

7. Effective access speed can be higher than the speed
of the memory chips due to interleaving of pages on a
single global physical memory unit (GPMU).

8. Pages can be directly transmitted to the global
physical memory unit (GPMII) without the use of the
interconnection network (ICN) if the global physical
memory unit (GPMU) has two ports.

9. Suitable for single or muitipie virtual memory
processors on a single bus.

10. The interconnection network (ICN} supports
only memory management which is overlapped with
processing

The page managementi approach, as seen in FIG. 8,
uses virtual memory subimage processors (SIP) as hard-
ware building blocks. The subimage processors are
directly connected to the global physical memories
(GPM). The definition of software tasks on the subim-
age processors and the Ox‘gai‘lizatiOi‘l of pages on the
global physical memories is presented in FIG. 9 with an
implied connection to the global virtual memory units
(GVMU). Three alternate organizations of the global
virtual memory units are shown in FIG. 10 to support

1 H ary manaomant A ctandard
static and dynamic memory managment. A standard

memory hierarchy uses a rotating magnetic or optical
disk for global virtual memory, dynamic random access
memory (DRAM) for global physical memory (GPM),
and static random access memory (SRAM) plus regis-
ters for local memory (M), where these memories are
listed in order of increasing cost and performance.

In the light of the foregoing, a further explanation of
the invention as described in connection with FIG. 4 is
made, referring to FIGS. 8, 9, and 10.

FIG. 8 illustrates an implementation of two memory
management approaches.

FIG. 9 illustrates an organization of a global physical

Tormaeney To amemesnnddas o

mMeimory. an CONnEciion with FIG. > the 1UHUWlIlg 4are

defined:

Task a number of adjacent vertical scan

lines (N'V) that get processed serially on a
subimage processor in a singie frame.

the number of tasks executed in parallel
on a subimage processor.

the number of verticl scan lines that

NT

NV*NT g
get processed on a subimage processor.
the total number of vertical scan lines.
the number of pixels per horizontal
scan line.

NV.NT.NI
N_PIX/(NV*NT) =
Pprocessors.

the number of global physical memories

GPM (3, J)forJ = 1, 2,... NT that comprise
the global physical memory GPM(I).

the number of dual busses required to

avoid read/write conflicts during

memory managemeni.

the number of pages P(I. J, K) per

global physical memory GPM(], J),

N_PIX

]

NI the number of subimage

NT

i

N8§
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-continued

where N8 is determined by memory
management solution.

(No. of active pages being read by
subimage processing for processing) +
(No. of active pages being written

by the virtual memory processors).

the virtual memory processors that
deiermines the sequence of pages
required by a subimage processor

task, and sends the subimage processors

those pages in the required sequence

at a time preceeding their need by
the subimage processor.

VMP

FIG. 10(a) illustrates static memory management All
bages of the data base are interleaved over semiconduc-
tor RAM “disks” global virtual memory units
GVMU(I) which are controlled by virtual memory
processors VMP. This initialization of the giobal virtuai
memory unit GVMU(I) occurs before real time pro-
cessing begins.

FIGS. 105 and 10c illustrate dynamic memory man-
agement using rotating magnetic or optlcal dlSCS (D)
with ND disks on a bus to mas

w Auuak dmk au,pcaa I,IIHC Uy lhc
virtual memory processors (VMP). The virtual memory
processors access single pages of the global virtual
memory (GVM) which they store in their buffer ran-
dom access memory. These pages are ready for high
speed transfer by the virtual memory processor to the
next stage in the hierarchy. Spemﬁcally, FIG. 105 illus-
trates one level of a virtual memory processor for buff-
c..1.5 single pages from disk memory D(i, J) and FIG.
105 illustrates two levels of virtual memory processors
with the global virtual memory GVM(I) buffering
groups of pages required in the next NF frames.

In FIG. 8, a real time visual and sensor simulation

A Trer At~
system is shown which illustrates static and dynamic

memory management. Here, current trajectory data,
X, Y, Z)—current position and (R, P, Y)=current
attitude (Roll, Pitch, Yaw) and their velocity and accel-
eration components, is supplied to a memory manage-
ment computer MMC, having access to a rotating mag-
netic or optical disk (D). The subimage processors
(SIP), object processors (OP) and globa] virtual mem-
ory units (GVMU) are under the control of the memory
management computer MMC. The system is composed
of N1 subimage processors where N1 is the number of
subimage processors required to compute subimages in

real time. Each subimage processor has'its own global
physical memory (GPM) which is connected by

sieas JLEIROY B IAL) WAL 15 ConneCied oy an
NS X N6 interconnection network ICN(1) to the subim-
age processors’ global virtual memory units (GVMU)
{and there are N6 giobal virtual memory units, either
disk or RAM, plus a controller). N5 is assumed to be
greater than or equal to N6, and N5=N1 * NT is the
total number of tasks executed in parallel by the subim-
age processors (SIP).

As noted in connection with FIG. §, a task is defined
as anumber (NV) of adjacent vertical scan lines that get
processed serially on a subimage processor (SIP) in a
single frame and (NT) is the number of tasks executed in
parallel on a subimage processor(SIP). The bandwidth
to support dynamic update

Aa
of these pages determines

the number of input ports or N6. There are N2 object
processors (OP), each with its nonshared object mem-
ory (OM). The number of image processors (IP) is N3
and they are connected to N3 image memories (IM) and
N4 frame buffer memories (FR\ which drive the dis-

IET MEmMaOries 16 ar g 8

play. An optional set of N7 global virtual memory units
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(GVMU) are connected to the image memories (IM) by
the interconnection network ICN(3), if the voxel color
data is stored here on the image processor’s subsystem
as opposed to being stored on the subimage processor
subsystem where N3X N7 is assumed. The number of

disks (D) required to mask page seek and buffer time by
the virtual memory processors (VMP) of FIG. 10 is

ND.

The processing and data transfer requirements of
each Drocessor are examined in succession helow,. The

memory management computer (MMC) does the fol-
lowing:

1. Initializes global physical memory (GPM) with
pages needed to compute the image for frame I,
and initializes addresses of pages which can be
overwritten.

2. Inputs current position, attitude and trajectory
data.

3. Sends current position and attitude to the virtual

memory processors (VMP) for frame 1.

Computes which pages are needed for frame I+1
that are not in global physical memory (GPM);
which pages in global physical memory (GPM)
from frame I—1 are not needed for frame I; and
sends page update list of source page names and
global physical memory (GPM(I)) destination page
addresses to the virtual memory processors
{(VMP).

The virtual memory processors (VMP) determine the
sequence of the pages required by a subimage processor
task, and send to the subimage processor those pages in
the required sequence at a time preceeding their need by
the subimage processors. Each perform the requlrea
page transfers as follows:

1. Searches the memory management computer

(MMC) page update list for matches with pages on
its global virtual memory (GVM) or disk (D).

2. In static memory management, the virtual memory
processor (VMP) then transfers pages that match
the update list on the global virtual memory
(GVM(I)) to the global physical memory
(GPM(J)).

3. Indvynamic memorv man

3. In dynamic memory mar
ory processor (VMP):

(a) seeks matched pages on the disk (D).

(b) transfers pages of (a) to a random access mem-
ory buffer in the virtual memory processor
(VMP).

(c) sends page to the global physical memory
(GPM(J)) when the shared virtual memory pro-
cessor bus is ready.

The number of disks on the virtual memory processor
bus (or N8) is selected to be large enough to mask the
seek and buffer steps of 3¢ and 3b above. .

The sublmage processor (SIP(I)) computes a subim-
age using the voxel siate data base. Locality of refer-
ence is used in this design so that no hardware is used to
connect the subimage processor (SIP(I)) with the global
physncal memory (GPM(K)) unless I=K. Another sav-
ings of this appllcatlon dependent desngn is that only
unidirectional interconnection networks \1\,1‘4) are re-
quired since the data base is only read by the subimage
processors (SIP).

The object processors (OP) compute the images and
range values of the dynamic objects. In addition, a list
of point and line objects {e.g., landing lights or tele-

phone wires) are processed here.

4.
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The subimage processors (SIP) and the object proces-
sors (OP) send to the image processor address arrays
indexed by the screen’s line and pixel values, and the
image processor (IP) uses these addresses, determined
from ray traces into the voxel state data base, to fetch
color values from the voxel color data base stored on
the image memories (IM(I)). Prior to fetching color, the
range values are used to resolve hidden surfaces be-
tween the subimage processor (SIP(I)) and the object
processor (OP(J)). The image processor (IP) then ro-
tates the image by the roll angle and resamples the
image for post filtering. In addition, any range depen-
dent effects, like haze, are added by the image proces-

sors (IP).
The size of the global physical memory (GPM(]) is

given by:
si

ize GPM(I)={(Maximum No. of pages fo
n

Mazimum No. of pages for frame
-+(Maximum No. of new pages needed for I+ 1).
These sizes are related to the flight rates and data base
resolution. There are a few types of redundant memory
in this design, but they are all used to either increase
performance or decrease interconnection network
costs. The pages which are intersected by the projec-

i i et han adasnd
tion of the subimage borders must be stored

ol Ltwo
global physical memories (GPM). These must be trans-
ferred twice when the virtual MEemory processor
(VMP) retrieves them once from the disk memory.
Both visible and hidden voxel data is fetched to the
global physical memory (GPM) from the global virtual
memory unit (GVMU) across the interconnection net-
work (ICN(1)) but only visible data is accessed. These
last two features increase the bandwidth requirement of
the interconnection networks (ICN(1)). Without dy-
namic update, all pages are stored on the global virtual
memory (GVM) plus the active subset on the global
physical memory (GPM). With dynamic update, only
single page random

in the virtual memory processors (VMP) that manage
the disks.

The number of new pages needed for frame I+1 is
related to maximum flight speed in the horizontal direc-
tion over the (X, Y) plane and the maximum
The yaw rate problem is solved by having the memory
management computer (MMC) rotate task assignments

processors (SIP) as the yaw angle

Ffore arn mandd
access memory buffers are needed

yaw rate,

Wi an
to the suvimage

changes. This rotation of task assignments allows many.

active pages in the global physical memory (GPM(I)) to
still be used and only the last subimage processor re-
quires a completely new set of pages.

If the algorithm and software processes vertical scan
lines of the image in a serial fashion from the bottom of
the image to the top, then this sequence of page accesses
is buili into the memory management design. The mem-
ory management computer (MMC) first tells the virtual
memory processors (VMP) to access and send to global
physical memory the pages at the bottom of the image
and then successive pages from bottom to top. This is no
advantage if the pages supplied by the virtual memory
processor (VMP) during frame I are not used until
frame 14-1. However, when the virtual memory proces-
sors supply the pages during frame I to the global physi-
cal memories in this bottom-to-top sequence required in
frame I, a large savings in the memory requirements of
this system results. Now the size of global physical
memory is just a few pages (e.g., 3) and it becomes a
high speed page cache. One way to implement this is to
have the virtual memory processor (VMP) use a simple
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two-dimensional scan conversion algorithm from the
computer graphics field, e.g., and step along ray’s
projection onto the (X, Y) plane from the eye to some
maximum range at the resolution of the (X, Y) page
grid. The virtual memory processor (VMP) then sends
these pages to the global physical memory (GPM(I)) in
this sequence. When the virtual memory processors
(VMP) perform this page determination task, they as-
sume, in a distributed sense, the bulk of the memory
management computer functions and those functions
are reduced to broadcasting the current position and
attitude. .

Another option is to compare the cost of multiple
copies of the data base on separate disks accessed by
either a single subimage or a small cluster of subimage
processors. At one extreme, there is a single copy of the
data base on disks, as shown in FIG. 8, but the added
cost of the interconnection network is required to cross-
couple all subimage processors with the disks. At the
other extreme, there is the cost of multiple copies of the
data base on separate disks at each subimage processor,

'S 2
Luc

its cost.

What is claimed is:

1. A parallel processing computer image generation
system for generating encoded image signals represent-
ing a scene as viewed by the human eye or sensors on a
moving vehicle, comprising:

a plurality of subimage data processing devices for
independently computing different images of ter-
rain, static objects on the terrain and the sky;

object data processing devices for computing images

of dynamic objects, points, lines, targets and special
effects such as dynamic sea and dynamic atmo-
spheric effects;
an image data processing device that generates the
encoded image signals representing said scene;
means coupling said subimage data processing de-
vices and said object data processing devices in
parallel to supply image signal data to said image
data processing device for simultaneous processing
thereby to generate said
representing said scene;
data sources coupled to said subimage data process-
ing devices and to said object data processing de-
vices to supply image data for processing; and
means for controlling coupled to said subimage data
processing devices, to said object data processing
devices and to said data sources for said subimage
and object data processing devices for:

(a) decomposing the scene into a plurality of differ-
ent subimages, corresponding to the plurality of
subimage data processing devices, each subim-
age comprising a rectangular array of adjacent

RS 3

encoded image signals

pixels;
(b) controlling said subimage data processing de-
vicee and ahiant data mrancccing A

vices anC object data processing devices with
respect to current image data; and
(c) controlling said data sources for said subimage
data processing devices with respect to image
data which will be next needed for image genera-
f10n
2. The system according to claim 1 in which said data
sources comprise:
object memories for said object data processing de-
vices;
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global physical memories coupled to said subimage
data processing devices, contammg subsets of data
base needed for current image data processing;

global virtual memories containing at least a large
terrain data base; and

interconnection networks coupling said global virtual
memories to said global physical memories to sup-
ply data thereto.

3 The system of claim 1 in which said means for

controlling comprises:

a motion computation system for producmg current
and predicted indications of vehicle positions and
attitudes; and

means for coupling said motion computation system
to said subimage data processing devices and said
object data processing devices for providing con-
trol with respect to current image data and for
coupling said motion computation system to pro-
vide control with respect to data which will be
next needed for i image processmg and display.

4. A parallel processing computer image generation

system for generating encoded image signals represent-

"’“’ a scene as viewed by the human ¢ €y< Or SEnsors on a

moving vehicle, comprising:
a plurality of subimage data processing devices for
independently computing different images of ter-
rain, static objects on the terrain and the sky;

object data processing devices for computing images

of dynamic objects, points, lines, targets and special
effects such as dynamic sea and dynamic atmo-
spheric effects;

an image data processing device that generates the
encnded image signals renrecenting caid ccana.

agt 31gNAals represeniing saig seeng;

means couphng said subimage data processmg de-
vices and said ob_]ect data processing devices in
parailel to supply image signal data to said i image
data processing device for simultaneous processing
thereby to generate said encoded image signals
representmg said scene;

obJect memories coup]ed to said object data process-
ing devices to supply image signal data thereto;

global physical memories coupled to said sublmage
data processing devices to supply current image
signal data thereto;

global virtual memories containing at least a large
t\vllﬂlll dﬂld bd)l:,

interconnection networks coupling said global virtual
memories to said global physical memories; and

means for controlling coupled to said subimage data
processing devices, to said object data processmg

iae Fme.
devices and to said global virtual memories for:

(a) decomposing the scene into a plurality of differ-
ent subimages, corresponding to the plurality of
subimage data processing devices, each subim-

age comprising a rectangular array of adjacent
pixels;

(b) controlling said subimage data processing de-
vices and object data processing devices with
respect to current image data; and

(c) controllmg said global virtual memories with
respect to image data which will be next
for i image generation.

8. The system according to claim 4 in which
means for controlling comprises:
a motion computation system for producing current
and predicted indications of vehicle positions and
attitudes; and

needed

said
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means for coupling said motion computation system
to said subimage data processing devices and to
said object data processing devices for providing
control with respect to current image data and for
coupling said motion computation system to said
global virtual memories for providing control with
respect to data which will be next needed for image
generation.
6. A computer image generation system for generat-
ing encoded image signals representing a selected scene,
comprising:
storage means providing a three-dimensional surface
data base of discrete volume elements individually
representative of different subimages of said scene;

means for accessing said data base for retrieving the
data of all of the subimages comprising said se-
lected scene;

a plurality of processors, each for processing data

urality processors, each for processing data
using a three dimensional visible surface technique
with ray tracing for a corresponding subimage of
said selected scene independently and in parallel
with other subimages of said selected scene; and
image generation means coupled to said means for
processing the data for simultaneously processing
the data for all of said subimages to generate en-
coded image signals representing said selected
scene.

7. A computer image generation system for generat-
ing encoded image signals representing a selected scene,
comprising:

storage means for providing a three-dimensional sur-

face data base of discrete volume elements individ-
ually representative of a different subimage of said
scene, a separate software task being created for
each subimage, the code or logic in each task being
identical but the input parameters for each subim-

age vary whereby the data processed from said
data base varies with each task;

means for each software task for accessing said data
base in accordance with said input parameters for
each subimage for retrieving the data of all of the
subimages comprising said selected scene;

a p]urality of processors, each processor for process-
ing data using a three-dimensional visible surface
technique with ray tracing for a corresponding
subimage of said selected scene independently and
in parallel with other subimages of said selected
scene; and

:magP genera!zo.. means coup:d mcans for

L3
simultaneously processing the data for all of said
subimages for generating encoded image signals
representing said selected scene.

8. The system according to claim 7 in which said
three dimensional data base comprises data base struc-
tures of volume elements of dlffermg resolutions pro-
v1dmg a hierarchical resolution data structure.

8. The system according to claim 8 in which a data
base of high resolution is embeded in a data base of
lesser resolution.

10. A three dimensional visible surface computer
image generatlon system for generatmg encoded signals
representing a selected scene, comprising:

storage means comprising a three-dimensional sur-

face data base of discrete volume elements individ-
ually representative of different subimages of said
scene, each volume having a location of said data

1 i A emloe o
base corresponding to the X, Y address in the plane

of that portion of the scene represented by the

means coupled ¢

[+]
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volume element and being accessed by first and
second step position vector components into said
data base respectively representative of the X and
Y values of said address, and a third step position
Vvector components which is compared with eleva-
tion data stored in said data base in association with
that address, stopping terminating when said third
step position vector component is less than or equal
to said elevation data;
means for accessing volume elements of said data
base for retrieving the data of the subimages com-
prising said selected scene;
means for processing the data using a three-dimen-
sional visible surface technique with ray tracing for

Far‘h QllhlmﬂUF nf Cﬂl(‘ cA‘“c{ed SCeﬂe Jllu\-}l\-lld&llll,

and in parallel with other images of said selected
scene; and

image generation means coupled to said means for

simultaneously processing the data for all of said
subimages for generating encoded image signals
representing said selected scene.

11. The system according to claim 10 in which said
data base comprises a hierarchy of resoiutions.

12. The system according to claim 10 in which said
data base comprises a hierarchy of resolutions and maxi-
mum values of elevation data are stored at lesser eleva-
tion resolution values than the X, Y address values in
each hisrarchvy of racalutinne and stamemins anmsle o

TAAL dALiRavay Ul aLoURUMULES aliu SICpping Comninucs at

low resolution values when said third step position
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vector coniponent is above the low resolution value of 30

said elevation data.

13. The system according to claim 12 in which step-
ping at the next higher resolution takes place only when
said third step position vector component is less than or
equal to the low resolution value of said elevation data.

i4. The system according to claim 10 in which said
selected image is decomposed into vertical scan lines
and said data base is accessed for all elevation data
associated with each volume element.

15. The system according to claim 10 in which said
image is decompcsed into a grid of square buDllTldng
each of which is decomposed into a sequence of concen-
tric square annuli and said data base is accessed begin-
ning with that portion representing the outermost
square annulus and sequentially progressing in said data
base to that portion representing the innermost square
annulus. . .

16. In a computer image generation system, the
method for generating encoded image signals represent-
mg a three dimensional image of a selected scene, com-
prising:

developing a data base of groups of signal states, each

group of signal states forming a data base volume
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element the signal states of which represent a sur-

face three.dimencional subimaoce of said scene,

ee-dimensional subimage said scene
each volume element having a location of said data
base identified with the grid point location of the
subimage of the scene represented by that volume
element;

ar‘(‘eccma said volume elements in said data base in

......... CACINCHS 202 salC Cata Dase 22

steps correspondmg to simultaneous steps along
individual rays from a viewing point projected into
said scene;

processing the data usmg a plurality of processors,
each processor nemu a three-d b

surface technique w1th ray tracing from each ac-
cessed volume element for a corresponding subim-
age of said selected scene independently and in
parallel with the data for other subimages of said
selected scene; and

thereafter simultaneously processing the data for all

of said subimages for generating said encoded
image signais.

17. In a computer image generating system the
method of storing and accessing information in a com-
puter data base, comprising:

providing a data base having a hierarchy of data

resolutions, high, medium and low data resolutions;
storing the average of high data resolution at data
base locations of medium data resolution;

storing the average of medium data resolution at data

base locations of low data resolution; and
accessing said data base locations beginning with
locations of low data resolutions and accessing
locations of higher resolution if the viewing range
is less than certain precomputed threshold ranges.

18. In a computer image generating system the
method for generating encoded image signals in real-
time and non real-time representing a selected scene,
comprising:

providing data bases of discrete volume elements

individually representative of a different subimage

eaid qrana.
of said scene;

providing a separate task for each subimage in which
the logic for each task is identical;

employing different input parameters for each task
for accessing data from said data bases which var-
ies with each task;

executing said tasks and processing the data in a
highly paraliel mode to provide a high throughput
of data for a real-time image; and

executing said tasks and processing the data in a
parallel mode to provide a lesser data thron

mode to ide a lesser data throughpu

for non-real time images.
* * * * *



