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1

NONALIASING REAL-TIME SPATIAL
TRANSFORM IMAGE PROCESSING SYSTEM

This application is a continuation of applicaiton Ser.
No. 788,652, filed Oct. 14, 1985, which is a continnation
of application Ser. No. 403,391, filed July 30, 1982, both
now abandoned.

BACKGROUND OF THE INVENTION

1. Field of the Invention
The invention relates generally to a computer con-
trolled imaging system and, more particularly, to a

Adigital femmnmma ol L

aigita: image processing system which has the ability to
compose and construct a sequential stream of scenes for
a display from a library of images with sufficient pro-
cessing speed to permit real-time or near real time anal-

ysis of the images by a human operator or a hardware/-

software equivalent

One example of the many possible applications of
such a system relates to the field of vehicle simulation
such as aircraft flight simulation. In such a system a
visual subsystem within the aircraft flight simulation
system receives flight data from a flight simulation com-
puter and terrain data from a defined or “gaming area”
data base. A data processing system: within the visual
simulation system organizes the flight data and terrain
data to produce a simulated visual display as it would
appear to an observer in the cockpit of the aircraft.

The visual system of a vehicle simulator which may
be, for example, a helicopter simulator, involves a “win-
dow view of the simulated surroundings” and controls
for guiding the “vehicle” in any desired direction rela-
tive to such surroundings. The term “window view” of
the system herein is a display, normally in video form,
of a simulated environment which corresponds to a
terrain covering a large area which may be on the order
of 25 to 100 square miles, for example. The simulated
environment is referred to herein as a defined area or
gaming area.

The operation of the controls of the vehicle guides
the vehicle in, around and through the gaming area and
it is the system response to the vehicle controls which
determines what is seen in the window, that is, the video
display. What is seen in the “window” is referred to as
the field of view or FOV.

2. DESCRIPTION OF THE PRIOR ART

One system in the prior art known as “Computer
Generated Imagery” (CGI) system utilizes a computer
system to generate video displayable imagery from a

data base. In the CGI system objects and surfaces for
constrnnﬁng video

arnanf
thcl. <01,

displayable scene are derived from
purely mathematical models stored in the form of points
which define the limits of the objects and surfaces.

The strength of CG1 is in its surface representation. A
real or artificial surface can be measured to get eleva-
tions at specified joints, nsually at intersections of a
uniform grid. The surface can be reconstructed in a
computer by connecting sample elevations. In addition
to realisiic surface representation, CGl offers control
over the placement of objects on the surface. Since the
data of elevations is usually provided with a uniform
grid, the placement of other objects can be specified on
this same grid. Typical objects such as trees, rocks,
shrubs, houses and roads can all have their positions
defined in the data base grid system.

Correct illumination and perspective are also major

contributions from CGI. Correct illumination is

20
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35

55

60

65
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achieved by finding the surface normal for each pixel
displayed. This normal is used along with line-of-sight
and the normal from the illumination source, plus an
ambient intensity and haze factors, to compute an inten-
sity for a pixel. Correct perspective is achieved because
the distance from the observation point to each surface
point is known. This distance is a significant variable in
the perspective transformation.

A weakness of CGI is lack of realism. Although an
object can be accurately positioned, correctly illumi-
nated and displayed in correct perspective, the object
itself cannot be realistically presented. The current state
of the art in CGI object presentation is such that objects
appear overly cartoonish. Some scene elements, such as
barren terrain, sand and clouds can be represented more
realistically than highly structured objects like trees and
grass or detailed man-made objects. Such detailed ob-
Jjects simply lack realism.

Another imaging system is conveniently referred to
as “Computer Synthesized Imagers” or CSI. The CSI
technology also generates images such as, for example
video displayable images, from a data base but the ob-
jects and surfaces stored in its data base are represented
as real-world electromagnetic media images of objects
and surfaces rather than mathematical models thereof as
in CGL

Thus, whereas CGI uses a computer to generate im-
agery from a purely mathematical data base, CSI uses a
computer to insert objects inio a scene based on stored
objects real-world images. Although CGI provides
excellent control of a scene to be constructed and dis-
played for interaction in an environment, the fidelity is
low and thus realism in the displayed scene is poor. CSI
is just the opposite. Whereas fidelity is excellent, the
control over scene construction is restricted.

The strength of CSI lies in its use of real images such
as photographs in the scenes. With currently available
video equipment the photographic data can be readily
thousands of individual photo-
graphs can be stored on video disks, and access to them
may be controlled by an indexing system just as is the
case with digital data stored on magnetic disks. More-
over, the fidelity of the image is true and the outputted
image i stored
age.

A weakness of CSI is that its scenes are limited to the
view point of the “camera”. That is, one cannot dynam-
ically navigate a scene unless a series of through-the-
scene photographs is used. For any reasonable size
gaming area, the number of through-the-scene photo-
graphs may be prohibitive.

SUMMARY OF THE INVENTION

By means of the present invention the CGI system
has been merged with newly developed CSI technology
to form a “Computer Generated Synthesized Imagery”
system which is referred to herein as a CGSI system.
The invention herein involves combining the best of
both technologies, CGI and CSI, to form CGSI A
scene is constructed by placing individual, normally
detailed, objects with high fidelity (CSI) on a specified
surface or background which may be CGI or CSI gen-
erated. A CGSI scene may be constructed much in the
manner of a CGI scene with the surface elevations and
object locations laid out on a uniform grid. The individ-
ual objects used in the scene are tailored for perspec-

tive, location and transformation including size, posi-

tion, rotation, warp and intensity are performed on each

i T itaralley
manipulated. Literally

1y prpr‘iaplu tha same ag the inmi ‘o
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image as required. The surface may be CGI texture or a
series of CSI surface inserts. The scene is normally
constructed by beginning with the objects most remote
from the observation or scene recognition means and
placing objects until the nearest objects have been
placed. The CGSI scene may be constructed with imag-
ery from any portion of the electromagnetic spectrum
including visual, IR, MMW, radar, or the like.

NCiUGINE VisSuas, i8N, VAL ragar, or 1n¢ 21!

1t is, therefore, a main ObJCCt of the invention to pro-
vide a new and improved computer generated imagery
system involving the use of real-world images in the
data base. Other objects of the invention will become

annarant fram the Fnﬂnurmg appmﬁr\ahnn drawinegs and

apparent irom e 101:0Win ecincanon, arawing

appended claims.
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In the drawings:

FIG. 1is an aerial view of a battlefield area shown as
an example of a defined or gaming area which could be
represented in a data base in accordance with principles
of the invention;

FIGS. 2A and 2B illustrate scenes which might be
somewhere in the defined area of FIG. 1 as it would

semewnere I 1nNe Galined arca O

appear for an instant on a video display simulating a
window in the cockpit of a helicopter simulator;

FIG. 3 is a block diagram outline of the CGSI system

which embodies the invention;
FIGS. 4 to 12 illustrate steps in the construction of a

typical CGSI scene;

FIG. 13 is a system block diagram of hardware used
for data base construction;

FIG. 14 illustrates a method applied to a house for

generating three dimensional obijects by hreakmg the

generating by bre
objects down into subsurfaces;

FIGS. 15 and 16 illusirate a process for obtaining
high fidelity objects and surfaces to an optical disk
which retains the object “library” of the data base;

FIGS. 17 to 20 illustrate the treatment of tramiucent
objects such as smoke, dust and shadows which are
referred to as “special effects” objects;

FIG. 21 illustrates the use of a sector mask for pro-
ducing glint and glare effects with a CGSI system;

FIG. 22 illustrates IR imagery in 2 CGSI data base;

FIG. 23 illustrates a flight path around a large object,
i.e., a tank, which is stored as a series of two dimen-
sional views in an optical disk in one degree incremenis
in azimuth and elevation;

FIGS. 24 to 27 illustrate the occulation capability of
the CGSI system;

FIG. 28 is a schematic representation of the field of
view \FO‘V’) function;

FIG. 29 is a list of the equations which define the
positions of an observation or scene recognition system
relative to the terrain coordinate system of the gaming
area:

FIG. 30 is a graphic representation of a two-pass
image warping technique;

FIG. 31is a block diagram which illustrates a channel
or “pipe line” for processing object, surface and special
effects data from the data base library with the use of a
warp technique;

FIG. 32 illustrates implementation of the intensely
control function of the look-up-table card of the chan-
nel shown in FIG. 31;

FIG. 33 is a simple block diagram illustrating two

idantinal Ahiant mwennaseare for tuy, 3
identical object processors for two-pass processing of

an input image in performing the warp technique;
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FIG. 34 illustrates two-pass warping organized in a
pipeline configuration;

FIG. 35 shows a flow chart for a continuous interpre-
tation technique for the process indicated in FIG. 30;

FIG. 36 shows a pixel interpretation processor for
carrying out the process indicated in FIG. 3§;

FIG. 37 illustrates spiral mapping of an image into
memory for pixel processing;

FIG. 38-40 show examples of how the image address
to memory address is mapped;

FIG. 41 illustrates both serial and yaralld Ob"SCt,
surface and special effect channel processing;

FIGS. 42 and 43 illustrate the warping of images in
both linear and perspective in accordance with tech-
niques of the present invention;

FIGS. 44A and 448 ijllustrate the respecti ive vertical

FIGS. 44A and 4B illustrate the respe vertical
and horizontal mapping of object lines on a screen rela-
tive to an observed point of view;

FIG. 45 depicts the interception equation associating

with the mapping of an image line on the screen as
illustrated in FIG. 44;

FIG. 46 depicts a hardware pipeline performing the
equations of FIG. 45;

FIG. 47 iilustrates a first pass vertical object line
projection;

FIG. 48 illustrates a second pass horizontal object
line projection;

FIG. 49 illustrates an output pixel corresponding to
an alternate processing algorithm;

FIG. 50 is a block diagram of a scene construction
module for assembling the individual objects for pro-
cessing into a single scene;

FIG. 51 illustrates a channel combiner for combining
video data from multiple sources on a pixel-by-pixel
basis to form the final composite scene;

FIG. 52 shows a block diagram of the special effects
function performed by the special effects unit 12 indi-
cated in the block diagram of FIG. 3;

DESCRIPTION OF A PREFERRED
EMBODIMENT

Referring to the drawings, FIG. 1 is an aerial view of

a battlefield area which may be fictitious or may be an
actual nlace anvwhere in the world. The area shown hv

actual place anywhere in the world. The area sho
way of example has been referred to as a gaming area or
defined area and, within the limits of practicality, would
normally be an area covering on the order of 25 to 100
square miles.

If by way of example, the video display imagery
system of the present invention were to be used for
simulating the operation of a helicopter, a simulated
gaming area such as that shown in FIG. 1 might be
devised or selected as an environment for the operation
of the helicopter. The visual system of the helicopter
simulator would provide a continuous “window view”
of the gammg area which could be a video display of a
siream OX pllOI eye-v&ew scenes in mc gd.ulmg area cor-
responding to the location and attitude of the helicopter
relative thereto. The helicopter simulator would be
equipped with controls for guiding or navigating it in
any direction in, around and through the gaming area in
the manner of free flight. The system response to such
controls determines what is seen in the video display
“window”.

FIG. 2A illustrates a scene which might be some-
where in the gaming area of FIG. 1, possibly behind a

arave of trees, ag it wounld appear for an instant on a

STOoVC O UICCS, a6 1L WOKL €ar IOr an msant on a

video display simulating a window in the cabin of the
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helicopter simulator. The con

ntinuad Anaratiom

1nuea UPCJaLlUll Ul LIIC
controls by a pilot trainee would define the dynamic
movement of the helicopter in the gaming area and the
scene on the video display would be in accordance with
the instant-to-instant location of the helicopter.

FIGS. 2A and 2B are actual copies of photographm

reproductrons of screened video display scenes in a
gaming area which were produced in accordance with
the principles of the present invention. The decided
realism in the detail of the objects despite the fact that
the scene lmaaﬁq have been ﬂ\rnnnh several pfscessh"ns
steps which tend to reduce detall should be noted. In
addition, the smooth transition from object to back-
ground illustrates the elimination of the cartoonish rep-
resentations in the scene.

FIG. 3is a block diagram outline of the CGSI system
and such diagram will be referred to frequently herein.

FIGS. 4 to 12 demonstrate steps in the construction
of a typical CGSI scene which wouid cuiminate in the
block 12 of the diagram of FIG. 3. These ﬁgures are also
photographic reproductions of screened images.

The construction of a CGSI scene normally begins
with the placement of land, water and sky surfaces. The
sequence continues with the addition of objects, both
small and large. The objects may be trees, rocks, bushes,
houses, roads, lights, vehicles, helicopters, airplanes,
animals, girls, etc. Finally, special effects may be added,
if desired, and these may include smoke, dust, clouds,

pa wwranloe o snee
shadows, etc To demonstrate how CGSI works, a sam-

ple scene is assembly in operations depicted in FIGS. 4
to 12.

Beginning with FIG. 4, sky is added in segments over
a distant background. Breaking the sky into segments,

allows peaks and valleys to form the skyline as shown.

In this example, the sky was broken into five segments.

In genera] the lower edge of the segment does not need
1o be straight, but may be curved or Jjagged to simulate
rolling or sharp hills or mountains. An explanation of
how the individual segments are warped based upon
minimum and maximum data based elevatrons and upon
vrewpomt is described in detail later.

In FIG. 5, textured surfaces are added, also in seg-
ments, to form foreground and foothill surfaces. The
untouched region between the foothills and the sky
appears as mountains in the distant background. In en-
suing figures, stored, textured surfaces, warped to fit the
screen coordinates of the surface polygons, are then
added to the scene. The intensity of each surface may be
varied based upon range or other desired parameters.

FIG. 6 illustrates a planned road segment for which a
road representation in the data base surface hbrary is
warped to fit the screcn coordinates. The surface library
may contain different road surfaces and other special
surfaces such as streams and ponds.

FIG. 7 shows examples of planned, relatively small
two-dimensional (2D) objects which occupy less than a

nfpdpf""“'“""‘ fraction of the total screen. In Oone em-

bodrment objects occupying less than 1/16 of the
scene’s area were represented in 2D. This is because it
has been demonstrated that in the majority of applica-
tions, such relatively small natural objects such as trees,
bushes and rocks may be represented from one side, i.e.,
as 2D objects, with little loss of realism. Objects which
cannot be represented from one side such as larger
buildings, or items of special interest such as tanks,
ships, etc. are referred to and represented as three-di-
mensional objects (3D). It will be appreciated that rela-

tively small 2D objects may be processed by less exten-
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sive processing hardware/software than 3D objects and
surfaces. During a flight through a scene, the 2D object
may be handed off to a 3D processor when it occupies
more than a preselected amount of the area of the scene.

FIG. 8 illustrates a tank as a multi-view or 3D Ob_]CCt
Multi-views of the tank are stored and the correct view,

based upon the tank path, elevation and observer’s

viewpoint, is used in constructing the scene. The tank

may be moving and may be very large.

FIG. 9 illustrates a house which is an example of a
multi-surface or 3D building. The house is separated
into several surfaces, several roof segments (one if both
sides are identical), two ends, and two sides. The indi-
vidual surfaces of the house can be warped from a nor-
malized view to form the perspective dictated by the
screen coordinates and then joined together.

FIG. 10 illustrates large 2D objects which can oc-
cupy more than the predetermined amount of the area
of the scene. When required, these objects may be ex-
panded so that an object may be larger than the entire
surface of the screen.

FIG. 11 illustrates a special effects technrque used for
translucent media which include clouds, dust, smoke
and shadows. A mask controls the transmission func-
tions and a second input word controls the intensity and
color. )

FIG. 12 illustrates a com

might also appear some

trated in FIG. 1.

The block diagram of FIG. 3, will be addressed next.
Each item thereof from the data base construction to
the special effects insertion is described briefly immedi-

ately below and in greater detail in the ensuing text.

BRIEF DESCRIPTIONS OF ITEMS OF BLOCK

DIAGRAM OF FIG. 3
DATA BASE CONSTRUCTION

The data base comprises two very different types of
data which relate to the object library and the gaming
area, "‘cp“"*""’]" The Cb'ect hbxaly hardware pro-
duces and stores imagery with high fidelity on optical
disks. The gaming area hardware is used to load the
locations of objects, surfaces and special effects.

The flexibility of the object library is virtually unlim-

nA giiefonns
ited. It may contain images of objects and surfaces, and

transmissivity masks of special effects each of which
may be represented in one of many bands of the electro-
magnetic radiation spectrum. This allows the simulation
of not only the visual domain but also mput/output

nr ats Tn AL
based on sensed IR, MMW, radar, ctc. The object li-

brary may also contain a mixture of 2D and 3D i images.
The images may represent a variety of day/night and
diurnal conditions. The visual object library normally
comprises photographic matter. In constructmg hrgh-
fidelity objects from the object library, images from
individual real world elements, highly accurate models,
artist drawings, photographs, etc., stored in the library
are restored to form “near- perfect" images. This is
achieved by restoring edges, separating obJects from

irntanciter am
their backgrounds, correcting intensity and color, gen-

erating realistic color, positioning object from system
reference points, generating high-fidelity CGI objects,
and generating graphic data, i.., light sources. Ground
contact and height reference points are also added. The

- qrmanial A80n 4o
“near-perfect” objects, surfaces, and special effects area

are stored on a rapid access and high-speed data rate

plete CGSI scene which

where in the gaming area illus-
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media. “Near perfect”, means high fidelity with respect
to the quality of the input image.

The gam‘ng area data base prn\ndnq the information
necessary for the placement of the contents of the ob-
ject library, surfaces, and special effects on a grid or
gaming area. The objects may be placed by an operator

or in a random manner by the computer. The objects in
the librarv mav he either stationarv or r‘anahlP of move-

i i1orary may °ce CIiacr stauonary Or ¢apaoic o1 mo

ment. The output of this function determines contents
of the scene.

VEHICLE SIMULATION COMPUTATIONS

Tha
The vehicle simulation COm?'""h"‘ﬂS haced upon the

vehicle math model and control inputs, determine the
locations and viewing direction of the visual or sensor
system for the primary vehicle. In addition, the compu-
tation may be performed on secondary vehicles based
apon vehicle models and selected paths. The output of
this determines the location of the observer.

OMMUNICATIONS

COMMUNICATIO!
Of course, the input/ output or 1/0 of the vehicle

simulation sysiem and I/O of the CGSI system must
interface in an efficient manner. The communication
subsystem can be a bi-directional link and buffer inter-
facing the two systems. This function is the ‘handshake’

and data flow between the systems.

FIELD OF VIEW AND COORDINATE
TRANSFORM COMPUTATIONS

A FOV processor determines the presence of objects,
surfaces, and special effects in the scene under construc-
tion. The output of a iransformation mairix (V) con-
verts real-world coordinates to screen coordinates. This
data from the transformation matrix permits rapid test-
ing and determines if all of any portion of the objects,
surfaces and special effects are present in the scene. To
avoid testing for the presence of ali the objects in the
data base, a “smart” algorithm tests only those objects
or surfaces which are in the proximity of the scene. The
FOV processor maintains a list of objects in the FOV
and their object surface or special—effect channel as-
signment. The function of the FOV computer is to
determine what can be seen by the observer.

UBSYSTEM

S
DUDO XD 1 LoIVE

Controilers for Objects, Surfaces and Special Effects

The controllers “fan out” and process the control
functions generated during the FOV computation. The
processed control functions are passed to the object-
/surfaces/special effects processing channels. The main
functions performed by the controllers include the
transformation of gaming area coordinates to screen
coordinates, processing range data from the operator-
controlled vehicle to each object in FOV, determining
the intensity of each object based upon range and object
identification, and commanding to the object library
base for the retrieval of the correct imagc data. The
function of the controilers is to “fan out” FOV data and
generate precise control data for the scene.

Library for Objects, Surfaces and Special Effects

The library stores the images used to construct a
scene. The Controllers command the selected images
which are passed to-the processing channels. The only
function of the library is to store images and provide the

correct image upon command.
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Processing Channels for Objects, Surfaces and Special
Effects p The individual processing channels or
“pipeline processors” normally process one large item
(object, surface or special-effect) per channel at one
time. The processing channels may have the capability
of processing a plurality of smaller items in parallel. All
the processing channels operate in an identical manner
on each such item because it is the nature of the item
which designates the function of the channel. In one
embodiment each processing channel modifies one
large or sixteen small items from the object library by
the transformation speciﬁed by the control functions.
l nat lb, U'lc OU_]CL[, sur[dbc, or apcu:u Ellects prCESSlﬁg
channels function to change a stored image in normal
straight-on perspective to scene conditions based on
scene coordinates by changing image, position, size,
rotation, and warp. Image intensity is modified based
upon a range and object type. The function of these
parallel pipeline processing channels then is to modify
each object, surface and special effect used in a given

scene as required.
Scene Construction

A scene construction module takes the individual
image from each processing channel, separates the
image from the background, and assembles the scene
based upon range. In this manner, near objects occlude
more distant objects. The high-frequency edges gener-
ated by assembling a scene from individual images may
be smoothed by a Gaussian function. This operation
matches edge and internal frequencies.

The scene construction module receives range infor-
mation from the object and surface controllers. The
range is used to determine whether or not a particular
object is in front of, or behind, other objects in the
scene. If ithe particular object pixel is the closest occu-
pied pixel in the scene, then it will be the pixel dis-
played. This may be termed a “nearest” treatment.

The scene construction function accepts video inputs
from each video channel and from a background-level

da
source defined by the FOV computer. In this function

the outputs may be real-time video signals to the special
effects insertion module.

The digital scene construction function contains the
following subfunctions: (1) object channel combination,
(2) scene value adiustment to accommodate scene-wide

2) scene value adjustment to accommodate scene
mtensuy corrections, and (3) smoothing to compensate
for object-to-object and object-to-background bound-

aries.

Special Effects

The translucent special effects are added after the
generation of the scene. The speciai-effects module adds
the special effecis based upon range. Special effects,
such as smoke, or dust, may occur ahead of, or behind
images in the scene. The intensity masks stored in the
object library and processed in the special effects pro-
cessing channel control the transmissivity of the special
effects. The intemsity value input comtrols the inten-
sity/color of the special effects such as black smoke and
white clouds.

DETAILED DESCRIPTIONS OF ITEMS OF
BLOCK DIAGRAM OF FIG. 3
Data Base
The data base hardware, like the data base itself, may

be separated into two separate subsystems comprising
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object library and defined or gaming area hardware.

The object library hardware produces and stores the
imagery with high fidelity on optical disks. The gaming
area hardware is used to load the locations of the ob-
jects, surfaces, and special effects. The data base hard-

ware then operates non-real time to produce high-qual-

ity images on controlled backgrounds which are trans-
ferred to optical disks for storage.

The library hardware consists of a disk controller,
disk drive, signal conditioning module and optical disk.
Either a video (analog) or digital disk may be used for
storing the images. A video disk provides about 6 to 8
bits, or 64 to 256 gray shades. A digital disk can provide
up to 12-bit data. In ali cases, except for very high reso-
lution sensor images, the industrial 525-line non-contact
video disk appears to provide images of adequate fidel-
ity.

The use of a video disk is well known. The image is
scanned by sequential rows which in effect constitutes a
column scanning of the frame. As will be described
later, however, it is normally more efficient to start any
of the warp processes described herein with a first pass
column processing of the output of the video disk. With
in mind, it is thus desirable to store the images on
the video disk with ninety degree offset orientations s
that the disk output will in effect be in column form to
facilitate the first pass column processing.

Of course, if for some reason it is desired to store the

upright orien-
tation, this may readily be accomplished and a front end
processing means may be provided for the processing
channels which will serve to properly orient the data in
a buffer to accommodate the processing characteristics
of the warp sequence being utilized.

Although other devices will occur to those skilled in
the art, in conjunction with an optical disk, the CGSI
concept has been found to work quite bell and has not
been particularly difficult or expensive to implement.
The video disk offers the following advantaces:

sk offers the following advantages:

(a) High-density storage: about 54,000 frames per
single side of a 12-inch disk.

(b) Relatively low data storage costs.

(c) Excellent random access: with some modification,
it appears that an industrial disk will readily skip plus or

thia
ulis

1 saly wxrith o moaceanl an
frames on the video disk with a normal or

SK readuy s us or

minus 50 to 100 frames every 60 cycle field time or in
16§ milliseconds. The actual jump occurs during the

SRR SIS TS T

blanking interval, therefore, no image data is lost.

(d) High data rates: provides data at video rates.

(e) Long life and secure data: the disk is non-contact
and read only, the data can not be damaged by bead
crashes or operator errors.

(D) Rapid replication.

A system block diagram 1 of non-real time data base
hardware is shown in FIG. 13. In this system edges are
restored, the background is separated from the objects,
intensity and color are corrected, realistic color is gen-
erated, objects are positioned fo
points, non-real time high fidelity CGI objects are gen-
erated, and graphics data (light sources) are generated.

o pafaranea
for system reference

Data Base - Gaming Area

The gaming area contains the reference points for
locating surfaces, objects and special effects. The gam-
ing area may be set up in either of two manners, a man-
ual mode or an automatic mode.

In the manual mode, the operator may search the
object library and select which objects to place in the

gaming area. The object files may be individual objects
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such as bushes, trees, surfaces, mountains, roads, lakes,
or groups of small objects on one file. To place a 2D
object in the gaming area, the operator selects an X,Y,Z
surface reference point in gaming area 3-space wherein
X, Y and Z, respectively, represent horizontal, vertical
and range axes. A second X,Y,Z reference point deter-
mines the height and position. Thus, if the object is
standing in a true vertical position, the X and Z refer-
ences will remain constant, and the Y reference will
change by the height of the object. If the object is tilted
in one of the axes the X and/or Z axis reference points
will change. surfaces may be defined by four X,Y,Z
reference points, one for each corner. This includes, for
example, the side of a house, a lake, a road, a river, etc.
To produce great detail accuracy, three dimensional

multi-image objects may be stored in a series of images

which represent 1-degree increments both azimuth and
elevation. These may be defined by three reference
points which represent the center ground contact point,

the center height, and a directional vector or pointing
angle.

The automatic placement mode operates in much the
same manner as the manual mode. The computer pro-
cesses and places the objects in a controlled manner as
will be discussed. The objects are placed by type and
density.

Data Base - Objects Library

The object library contains images which, for conve-
nience, maybe divided into three basic classes, namely
objects, surfaces, and special effects.

In the case of objects and surfaces, solid-surface ob-
Jects may be further classified into two-dimensional,
three-dimensional one axis, three-dimensional two axis,
and light sources. A process for getting objects and
surfaces to the optical disk with near perfect high fidel-
ity is shown in FIGS. 15 and 16. Each of these will now
be treated in more detail.

Objects - Two Dimensional

As previously stated, it has been found that most
objects found in nature such as rocks, trees, bushes,
shrubs, etc., may usually be presented in two dimensions

M 3 nliges A
with..sufficient realism. A

picture is taken of the objects
from the average aspect angle used in the desired simu-
lation. As the elevation changes, the object is trans-
formed between the reference points which results in an
increased or decreased height, depending upon the per-
spective. In the case of trees and bushes,
face remains perpendicular to the viewer as during the
flight path. Experiments have indicated that this effect
is not noticeable. The relationship of objects to other
objects and the rate at which the relationships change,
in addition to the size and size changes, provide the
depth cues. For two-dimensional objects, a single pic-
ture may be stored on a track of the optical disk and
processed through a warp operation to obtain the
proper rotation, size and position.

Wiant
an ¢oject sur-

Objects - Three Dimensional - One Axis

If an object is tracked as during a flyover, the per-
spective changes by 90 degrees. In this case, the simula-
tion may require a series of additional pictures in the

vertical axis.

Objects - Three Dimensional - Two Axis

/twn_axic ohiccts ar < e

3 S S
7/ vwumaals UUjLles O Suraces imnay

be handled by three approaches. The first is by storing

Three-dimension

al
L aree-gimensicnal
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a series of pictures in as small as 1-degree increments in
both azimuth and elevation. This is a powerful presenta-
tion technique which works extremely well when ob-
jects contain fine details which require high surface
fidelity. The precise increments may be obtained by
rotating models of large objects such as helicopters,

tanks, and houses on two very precise rotary tables, and
nhotooranhine the obiects at each setting. A second

paciegrapining 1nc ODJCCIs al ach sCiling. A SCoeond

method of generating three-dimensional objects is by
breaking the objects down into subsurfaces such as the
house shown in FIG. 14. A house such as this could be
seen on the video display in various perspective views

in a seauence of sceneg but would never be agsembled ag
Il 2 sequence O sCenes DUl WCUIC never be assempied as

a total object: image except by the computer. The sides
are separated and assembled by a warp technique. This
approach permits the use and construction of many
objects from several pictures and approximate dimen-

sions. A third method adantable to laree gbhiacts, such as
sions. A third method uuuytnvaw W 1dl T UUJOLLY, sulil as

hills, is to photograph an object at a series of fixed ele-
vations with a relatively large spacing such as a 30-
degree spacing in azimuth completely around an object.
As an example for most simulations one elevation can be

ad tuminally 18 A4 and a avd nf ni
aiilq a STIIo Ui prliuiis

uacu, Lyl.ll\tﬂl.ly 1J ucsxcca,
around the object in 30-degree increments has been
found to be adequate.

Objects - Light Sources

™ ioht anvrenas ama Taid aaad fomon o
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stored in memory and a warp algorithm warps the sur-
face from a normal view to the vehicle perspective.
This approach works very well and has been used to

produce a demonstration landirig tape.

Special Effects

With respect to special effects, these translucent ob-
jects or images add further realism to the scene by pro-
viding smoke, fog, dust, shadows, and haze. These ob-
jects may be stored as a mask which defines the ouiline,
shape and transmissivity factor. The mask determines
the combining percent of object and special effects. A
second variable controls the intensity or color of the
special-effect object. The mask determines the mixing
raiio of the special effect with ihe background fixed
variable-control intervals. This technique may be used,
for example, to generate dust clouds rolling up behind a
moving tank. A warp operation may also be applied to
distort the special effect and a series of sequential frames
used to generate the motion.

Thus, the translucent objects may be static or dy-
namic. The special effects objects have been defined in
terms of transmission masks in the object library. This
means that the data in the object library determines the
percent of background objects present and the percent
of special effects present by the following equation:

Pixel Value (gray
level)=(1-MASK)*(BACKGROUND (gray
level))+(MASK) ¥(SPECIAL EFFECTS
VALUE —(gray value))

The special effects value determines the grav shade of

2 fie special CIICCIs valug aoierminges 1 C giay silacce

the spec1a1 effects. This is shown in Figure 17. The
masks for static special effects are easy to draw as on
white paper using gray tone markers. In this manner the
relatively unskilled or non-artist can readily sketch

many general or snecific clouds, dust, smoke, fog and

many gencral Or Specilic Clouds, Cusi, Smoxe, 10g anc

hazc conﬁguratlons The special effects objects are.
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typically treated as 2D objects. An assortment of masks
may be stored in the library.
Four specific special effects have been implemented
as follows:

g
2
>
=
5

factors is generated by an artist based upon picture and
mathematical characteristics of the smoke. The top and
bottom should be in the same location and have the
same width as shown in A of FIG. 18. Next a series of
frames, perhaps 480, are generated. Each pixel may be
incremented one or more pixels in the Y axis when the
frames are played back to produce a continuous circula-
tory loop. This is shown in B of FIG. 18. Next, the top

of the emaka cland in aach frama ig faatharad ac chawn
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in C of FIG. 18 to match the dispersing of the smoke in
atmosphere. The frames are stored in sequence on a
video disk as shown in C of FIG. 18 and a warp function
in the special effects processor is used to expand the top

76} simulate diffusion, shear the i image t0 accommaodate

wind velocity, size the cloud based upon range, and
position the cloud in the scene.

An initial condition parameter sets the color or inten-
sity of the cloud. The rate at which the smoke fumes are
played back determines the rate of flow.

2. Dynamic Dust

By way of example, five to ten dust transmission
masks may be created. A series of linear interpolations
between the various masks (1-2, 1-3, ..., 1-10,...,9-10)
produce a series of frames which are stored on a video
disk. A warp function in the special effects processing
channel piaces the mask at the correct perspective, size
and position in the scene and an initial set condition
determines the color or intensity. This is shown in Fig-
ure 19.

3. Shadows

Shadows may be treated as translucent objects like
dust and smoke. The transmission masks for shadows
are generated from images in the object library. The
transmission mask, a shadow, may be created by setting

all tha nixals in an ochiect to one orav level which deter-
aii L€ piXe:s in an CojecCt 1C one gray ieve: wialca Geler

mines the transmission of the shadow. In the gaming
area, the four reference points of an object are projected
to the surface. The new points on the surface are the
shadow reference points. The shadow, transmission
mask, is warped to fit the scene based upon the shad-
ow’s reference points. This procedure is shown in FIG.
20.

4. Glint and Glare

Typically, glint and glare are surface normal data.
However, in a CGSI system, unless the objects are
developed from CGI nodal data, the surface normal
data is not available. To produce glint and glare, a sec-
tor mask is developed based upon the glint and glare
bright areas produced by different sun angles as shown
in FIG. 21. The sectors in the mask are gray level. That
is, when stored in the object library, sector 1 may have
a luminance value of 8, sector 2 a value of 16, eic. The
sun angle table data sets the look-up tables in the object
processor. If the sun is in sector 2, the input value of 16
in the look up table sets the output glint and glare values
to a predetermined level. The remaining output values

in the look-un table are zero. The reenlt ic a bricht snot
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in sector 2. As the turret moves or the sun moves, the
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sector changes. In this way, dynamic glint and
may be based upon sun and vehicle movement.

Data Base - Gen

The CGSI data base is extremely versatile, consisting
of real objects and simulated special effects. The realism
achieved depends on the ingenuity of the operator set-
ting up the particular simulation. The data base does not
require skilled programmers, and lends iiself to subject
matter experts for the particular applications. If a group
be working in a certain domain—IR, visual, millimeter
wave, or radar, imagery from that sensor is loaded in
the object file. This imagery simulates the sensor be-

cause it comes from the sensor. In addition, the parame-

ter of the images or sensor may be modified when build-
ing the library or in the setting of intensity values during
real-time processing. An IR example is shown in FIG.
22. In this illustration the selected emissivity may be
changed to simulate changes to the sensor or a host of
other parameters. If a specific area or type of terrain is
under investigation, that imagery may be loaded into
the object file without requiring the skiiled services of a
computer programmer Or an elaborate, expensive data
base change. In opposition to the state-of-the-art CGI
systems, the CGSI data base is very well suited for rapid
setup and rapid training over a range of complex human
factors situations. The versatility is demonstrated by the
fact that time of year, time of day, weather conditions
and most other parameters may be selected and easily
implemented by the experimenter without skilled soft-
ware knowledge.

eral Discussion

Data Base - Discussion of 2D and 3D Systems
2D Natural Objects

The classification “2D Natural Objects” includes
trees, bushes, and small rocks. As previously stated, it
has been found that one image iaken at a depression
angle of say 15 degrees will suffice for depression angles
from 0 to 40 degrees and all views in azimuth. The
dominant visual effects apparently are the geometric
relationships and size changes of any object with re-
spect to other natural objects scene. The station-
ary internal detail of an object enhances the scene by
adding such needed detail. If a helicopter flies in a circu-
lar path around a tree the fact that the foliage does not

change is imperceptible to the average observer. Trees

with no leaves, however, when used by helicopter pi-

lots for a hovering guide, are perceived differently and
may require the 3D multi-image.

2D Man-Made Objects
Man-made objects have definite orientations such ag

in tha
i ine

the front or side of a vehicle. To test these issues, how-
ever, a simulation of a tank driving down a road with
man-made or oriented objects (an old truck, a car, a
tombstone, etc.) has been developed. In this simulation,
the objects always remained normal to the viewer, but
the 2D nature of the objects is not detectable when one
watches the tape. It appears that small to medium ob-

1 seanammiad S
Jects may be presented in

aspeci for an angie of pius or
minus 15 degrees in azimuth and elevation without any
noticeable degradation in image quality. For complete
fly-around conditions, however, a 3D approach is re-
quired.

2D Paich Techniques

Clumps or small patches may be warped and layed
out to form a continuous high texture large surface. In

—

50

o

w

14

tank drive sequence, for example, a file of cattails

was represented very successfully by a collection of
many small patches of cattails each sized and positioned
individually to produce a high degree of realism. In a
helicopter sequence of a demonstration video tape, the
helicopter initially takes off and flies over detaiied grass
constructed from a series of patches. The use of patches
represents another very powerful technique for adding
highly detailed surface information. This technique can
also be used for water, rocks, roads, railroad tracks, etc.

In addition, each patch can have dynamic motion.
That is, the wind or rotor blast could be blowing the
grass or water. This effect is simulated by storing a
series of dynamic frames on the optical disk and feeding
the frames through the surface processors analogous to
the simulation billowing smoke above.

This technique also may be used to represent groups
of objects at a distance. In the helicopter sequence, a
cornfield shown during a “pop up” was constructed
using several identical patches ofa cornfield. This same
approach may be used for dense trees, background, or
any highly detailed textured surface.

iie

2D Surfaces

Entire areas of textured imagery may be warped to
produce textured surfaces. This concept may be ex-
tended to long narrow “objects”, such as runaways,
railroad tracks, roads, creess, streams, etc. Linear warp-
ing techniques may be used on near square ‘“objects,”
but a true perspective warp should be used for realistic
representation of long narrow “objects” to avoid image
distortion.

A 2D surface need not be limited to sides but may
include light sources (points or strips of light), small
rolling hills, mounds of sand, ponds, or small lakes. A
city simulated using CGSI techniques can be config-
ured from surfaces, streets, sidewalks and building
fronts.

2D Multisurfaces

Most man-made objects can be broken down into
multisurfaces such as the sides of a building or truck. By
treating each side as a 2D surface and by allowing the
computer to construct the visible sides of the object in
the scene, the 3D objects can be created from a small
data base of individual sides. As an example, consider a
house with two sides, two ends, and two roof sections.
Each section is determined by four (X,Y,Z) reference
points. Therefore, four corners x three reference points
X six sides equals 72 coordinate numbers. They are re-

i Avieas Aodall o oaL e
quired to locate all of the house detail in the gamin

area. The many views of objects required by the CGSI
technique may be obtained from models, generated
from estimate size data, or digitized from actual photo-
graphs of real objects.

3D Multi-View

Complex high fidelity object images lose fidelity
when they are reduced to a flat or curved surface. Two
examples are a tree with branches, but without leaves,
and a tank having many irregular surfaces. These ob-
jects, which may occupy more than a third of the
screen’s area, may be stored as a long series of 2D views
taken in as little as i-degree increments in azimuth and
elevation. This multiple view approach requires about
(90X 360) 32,400 frames or ahont 60 percent f a video
disk holding 54,000 frames per object. The most de-
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manding flight path, as shown in FIG. 23, is one which
encompasses the object at a changing elevation. If the
frames be indexed on the disk in 1-degree incrementals
from O to 90 degrees in elevation, for each 1-degree
incremental change in azimuth, the disk needs to jump
about 100 frames to reach the next frame of interest
even if the ﬂight path is almost level. The disk must be
capable of jumping approximately plus or minus 100
frames during the vertical retrace of each TV field. This
allows flight around an object at various elevations in 6
seconds (360 degrees/60 field/sec). This is a realistically
adequate limit as even a 6-second tight 360-degree turn
would make the pilot dizzy. Other ideas, involving
linear and nonlmear 1nterpolat10n, have been explored
for 30 multi-view objects, but to date none has equalled

the fine detail.

Special Effects

The special effects are processed like 2D objects and
surfaces except that a transmission mask is used. The
mask may be dynamic (changing at each frame as for
dust and smoke). Also, the color and intensity of mate-
rial may be controlled. All of these special effect tech-
niques have been demonstrated in a CGSI video output
mode. Occulation

The CGSI concept aliows objects to have holes or
windows in them. That is, for example, one may see
through a clearing in the branches to the next ohiect or
background with decided realism. Features o parts of
features nearer the viewpoint always properly occult
features or parts of features farther away. As explained
elsewhere herein, the scene construction module uses
range data to select each pixel in the final scene. To
demonstrate the occulation capability which utilizes the
range data, three examples will now be presented.
These are iliustrated by FIGS. 24-27.

In the first example, shown in FIG. 24, occulation of
three trees may be based on range data to the gaming
area reference points. In this manner, T occults to Tz
and T3; T2 occults Ts.

In the second exampie, a long siender vehicie is mov-
ing about a tree. As shown in FIG. 25, the use of singu-
lar range points for the vehicle will provide inaccurate
occultation. In both A and B, the vehicle is in front of
the tree. However, in B the vehicle is placed behind the
iree because Ryis greater than R1. This approach does
not suffice. In FIG. 26, two range data points, a maxi-
mum and minimum, are maintained for the vehicle.
Note that the vehicle range now may be determined by
using the vehicle range vector closest to the range vec-
tor of the iree. Segmenis A through D of FIG. 26 dem-
onstrate successful placement of a vehicle driving
around a tree.

The third example addresses the problem of two
vehicles as shown in FIG. 27. Again, the range may
PlUpClly UC )Clc&,LCu Uy u;iug e blUbel. VCII;.LJC VEC-
tors. In this manner any number of objects may be ad-
dressed.

2D/3D Conclusions

The nreceding sections have
4 00 PICCLGIig SCCLIUIIS nav

3D approaches to the placement of obJects and special
effects in the scene and their implementation guides. By
means of these techniques, it is feasible to simulate most
objects and conditions encountered in the real world.

Annlications of the annronriate 2D /3D technicue ag
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Vehicle Simulation

The hardware and software for generating the loca-
tion of the trainee’s vehicle or other scene recognition
means relative to the gaming area and the location of
moving objects in the gaming area are not themselves a
part oft he CGSI system invention disclosed herein.
However, the X,Y.Z, roll, pitch and yaw signals indi-
cating instantaneous locations of such vehicles are
sensed by the CGSI system hereof and, in response
thereto, the video display scenes of the simulated gam-
ing area are developed.

Communications Subsystem

The hardware to interface the CGSI system to the
vehicle simulator appears to be unique for each applica-
tion. Each user has an established vehicle simulation
computer and the CGSI system can have a standard
input. It is the interface hardware that converts the
digital output signal from the vehicle simulation com-
puter to match the input to the CGSI FOV computer.
This hardware interface may range from a simple cable
to a complex interface containing buffers and micro-

Processors.

FIELD OF VIEW AND COORDINATE

TRANSFORM COMPUTATIONS

In FIG. 28 there is shown a schematic representation
of the FOV function relative to the gaming area. The
origin of the gaming area coordinate system is repre-
sented by point 20 and the eyes of the observer may be
at any point 21 in the gaming area. The screen or CRT
immediately in front of the observer or trainee has the
outline 22 and the origin of the screen coordinate sys-
temisat point 23. The four corners of a terrain patch are
projected through the CRT which may represent the
windshield of the aircraft and an outline 24 thereon
represents the projection of the terrain patch on the
screen which is seen by the operator.

Two types of vehicle simulation computations sup-
plied to the FOV processor are (1) position vectors
which define the changing positions of the aircraft rela-
tive to the origin 20 of the terrain coordinate system and
(2) rotational data (yaw, pitch and roll) which defines
the changing attitudes of the aircraft relative to the
origin 20 of the terrain coordinaie system. Equations
representing this data are set forth in FIG. 29.

In accordance with known prior art principles the
vehicle data in the form of the equations set forth in
FIG. 29 can be processed to yield the distance or range
of any object or surface, such as the terrain patch, from
the screen 22 and the screen coordinates for the four
corner points or vertices of the projection of the object
or surface on the screen. In fact, the prior art capability
is such that the terrain patch or any object or surface
niay have the M“"PC and size of any form of convex
polygon and the screen coordinates of the plurality of
vertices thereof can be computed.

The necessity of utilizing this advanced capability of
the prior art, however, is not required in the present

invantinn hananca Af tha mannar in which Ahiasts o
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faces and special effects are stored in the data base. As
previously mentioned and as illustrated in FIG. 30,
photographs of objects and surfaces are stored on a
video disk and access to them is controlled by an index

controlled bv the FOV nrocescor. BEach ohiect or cur-
controlied by the XOV processor. Zach ovject or sur

face has its input image in a frame which is the same size
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as the video screen which may be 512 lines havin
pixels per line.

The data base has a list of all the objects, surfaces and
special effects (individually denoted by the collective
acronym OSSE) in the gaming area. Their locations
therein are designated by gaming area coordinates.
Also, the data base contains information regarding the
height of each object therein. The FOV software allows
real-time deierminations of the OSSEs in the field of
view and the respective distances of the OSSEs from
the video screen.

In FIG. 30, the frame 25 containing the input image
of an object has a shape which depends on the true
shape of the object and the FOV processor uses that
height in the transform equations of FIG. 29 to deter-
mine corresponding screen coordinates 1 to 4 of the
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video screen 26. The intermediate image 27 is an inte-

gral part of a linear warp algorithm which facilitates the
mapping of the image from the input frame 25 to the
screen frame 26 and will be discussed in detail further
on herein.

In summary, relative to the FOV function, the pro-
cessing of the data from the vehicle simulation compu-
tations results in (1) the determination of osse’s in the
field of view, (2) the distance of each OSSE from the
location of the observer, and (3) the determination of
the screen coordinates of the four vertices to the en-
closed space of which the input image of each OSSE is
to be mapped. The above data for each OSSE is di-
rected to an OSSE processing channel as will be de-
scribed below.

OBJECT/SURFACE/SPECIAL EFFECTS (OSSE)
CHANNELS

The processing channels or OSSE channels process
Object, Surface and Special Effects data from the data
base library. As stated above, identical channel hard-
ware is suitable for all three functions.

The OSSE channels are important and essential to a
CGSI system. A possible hardware implementation of
an OSSE channel is shown in FIG. 31.

In order to obtain the correct iniensity, color, image,
size, location, rotation and perspective, several func-
tions are performed on library data by an OSSE channel
as follows:

(@) A high-speed (approximately 100 nanosecond
samples) analog-to-digital converter 30 comnverts the
object image to a digital format. Conventionally, the
digital format has 512 pixels per line, 480 active lines
(525 total) and cight bits per pixel (256 gray shades).

(b) A high-speed memory card 32 accepts the digital
data in either the X or ¥ axis. The axis and direction of
loading depends on the rotation of the image. The data
is loaded to minimize pixel compression during the
processing passes. For example, instead of rotating an
image 60 degrees, which may result in some image loss,
the data is loaded in the perpendicular axis (at 90 de-
grees) and rotated 30 degrees. The memory card also
holds the object image for processing when the optical
disc controller is seleciing a new track (image). This
card may be omitted if the objects are stored on the disk
in 90 degree increments or if the rotations are less than
+45 degrees.

() A lookup table or lut 34 modifies the intensity
values of images for range and conirast effects. This
operation requires a delay of only a few pixels.

(d) A warp card 36 transforms the image in the Y axis
on a line-by-line basis. The starting point (offset) and
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factors shift and compress or expand the
pixels of each line. This operation delays the flow of
pixels by one line.

(&) A second identical high-speed read/write X and Y
axis memory card accepts and stores the transformed Y
data for an odd and even field to form a frame. After the
Y axis field is loaded in the Y axis, the X axis data is read
out by line, and even and odd fields. This buffer opera-
tion requires one video frame.

(f) A second warp card 40 identical to card 36 pro-
cesses X axis data by shifts and expands or compresses
lines. Again, this operation delays the image by approxi-
mately one video line.

INTENSITY CONTROL

The inf(—‘nﬁi\‘y
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magnirncation
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control of the look-up-table or LUT

includes a memory controller 50 and an object LUT 52.
During the active part of the display time the input
video is used to address the LUT and the data output of
the LUT is passed on to the warping function imple-
mented by cards 36, 38 and 40 for further processing.
This procedure effectively maps input intensity values
into output intensity values via the data stored in the
LUT. During the vertical bianking interval, memory
controller 50 can assume addressing control of the LUT
52 (if so commanded by the object controller) and load
a new set of values into the LUT for the purpose of
defining a new object, or modifying the appearance of
the previously selected object. The intensity control can
be properly broken down into two separate functions
which provide intensity corrections related to a specific
object as performed by card 34 and intensity correc-
tions related to the entire scene as will be referred to
below.

Memory controller 50 may be implemented by a
single chip microcomputer and LUT 52 may be imple-
mented as a RAM with multiplex and control circuitry
to allow access from both the video data and data in
memory controller 50.

HICINOTY COoNroLgr

LINEAR WARP TECHNIQUE

One linear warp technique associated with the inven-
tion is implemented by cards 36, 3S and 40 and involve
a procedure to perform spatial transforms on 2 digital
image represented as a matrix of intensity values. Given
a rectangular input image accessed from an optical disk
data base, the technique in operation will map linearly
to four corner points of the output image on a video
screen. As illustrated in FIG. 30, this is accomplished
with two orthogonal passes as indicated. Each pass
linearly interpolates each input line to a different size
positions ii in ihe output image. The size and posi-
tion parameter for each interpolation are determined
from the input image corner coordinates and the output
corner coordinates. The interpolation consumes consec-
utive input pixels and generates consecutive output
e two passes interact to perform size, translate
and rotate transforms plus nonstandard mappings.

The process is independent of the FOV equations
which calculated the four output corners on the video
screen. It is computationally invariant for all transforms
once the four cutput corners are established. It operates
on line and column oriented streams of consecutive
pixel values and is therefore ideally suited for real time
hardware implementation.

Each pass simply sizes (enlarges or reduces) the input
line and positions (offsets) it in the output vides image

HRRERRIS ARLISCLS) 1L 1IN 1AL gulpul ViIGeo image.

Both of these operations are accomplished by continu-
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ous interpolation over the discrete field of pixels. This
allows the continuous line sizing and subpixel position-
ing of output lines and columns which completely elimi-
nates aliasing of diagonal edges. The heart of the tech-
nique is an method which allows the system to continu-

ou51y size a discrete mpul line and pndac its pualuuu in
relation to the discrete output grid.

FIG. 35 depicts a flow chart for a continuous interpo-

Fn
lation operation ior the Process indicated in FIG. 30 in

which SIZFAC is the “Size Factor” applied to the
input image line and INSFAC is the inverse of SIZFAC
and has the additional significance of indicating what
portion of input pixels is required to create an output

pixel. INSEG is the portion of the current input pixel

available to contribute to the corresponding output
pixel and OUTSEG is the portion of the output pixel
yet to be completed.

With the above definitions well in hand, the process
begins by comparing the values of INSEG and ouT-
SEG. If OUTSEG is smaller than INSEG it means that
there is sufficient input pixel available to complete an
output pixel. Conversely, if INSEG is smailer than
OUTSEG it means that there is not sufficient input pixel
left to complete the output pixel. Thus, the current
input pixel will be used up and a new pixel must be
fetched to complete the output pixel. Only under these
two conditions will an input pixel be used up without
finishing an output pixel or an output be completed
without using up the input pixel.

If an output pixel remains to be completed the current
pixel value is multiplied by OUTSEG and added to an
accumulator. INSEG is decremented by the value of
OUTSEG to indicate usage of that portion of the input
pixel then QUTSEG is initialized to INSFAC indicat-
ing that a complete output pixel remains to satisfy. The
contents of the accumulator are scaled by SIZFAC and

tha racnlt ic tha valua of tha n i
the result is the value of the next output pixel. The

process then returns to compare the new values of
INSEG and OUTSEG.

If an input pixel remains to be used up the current
pixel value is multiplied by INSEG and added to the

accumulator. OUTSEG is decremented by the value of

INSEG to indicate that the portion of thc output pixel
has been satisfied. Then INSEG is reinitialized to 1.0
and the next input pixel is fetched. The process then
returns to compare the new values of INSEG and
OUTSEG.

The heart of the process is the interplay between
INSEG and OUTSEG scaling input pixels to output
pixels. The effect is one of pixel scaling and migration
from one discrete grid to another discrete grid through
a continuous interpolation process. Of course, the suc-
cess of this continuous scaling process depends on the
fractional precision of INSEG and OUTSEG. With
sufficient precision the effect is of perfectly smooth
pixel migration between the two discrete grids.

Subpixel phasing is accomplished by initializing
OUTSEG to some percentage of INSFAC to create a
partial first output pixel. The last output pixel may not

ha namnlatad whan innnt nivale are oy i
be completed when input pixels are exhausted, resulting

in a partial last output pixel. This allows continuous
positioning of the output with relationship to the dis-
crete pixel grid and eliminates edge aliasing.

With the capability to continuously size and phase a
discrete input line in relation to a discrete ontput orld

the warp to the quadrilateral becomes a matter of dctcr-
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mining the size, phase, and output location parameiers
for each column of the first pass and each line of the
second pass.

The first pass, (FIG. 30) reads the input image and
writes the intermediate image vertically left to right.
The object is to migrate all pixels into their correct
vertical axis orientation. This is accomplished by map-
ping the first column between Y1 and Y4 and linearly
interpolating over all other columns such that the last
column begins at Y2 and ends at Y3.

The second pass reads rows from ihe intermediate
image and writes rows to the output. Since all pixels are
now in their correct row, the rows can be processed
independently in any order such as a two to one field
interlace. The object of the second pass is to migrate all
pixels into their correct horizontal axis orientation.

The second pass mapping must be considered in three
processing regions as indicated by the dotted lies of the
intermediate image. There is a different output location
delta for each region and the size factor is updated with
its deita only during middie region processmg With the
correct initial values and deltas each corner is mapped
into its output X coordinate and the rest of the image
follows in proper relation.

The initial output location is the intersection of the
i-4 edge with the horizontal line through the uppermost
corner. The location delta for the upper region is the
slope of the 1-4 edge if corner 1 is uppermost or the
slope of the 2-3 edge if corner 2 is uppermost. The
location delta for the middle region is the slope of the
i-4 edge. The location delta for the lower region is the
1-4 edge slope if corner 4 is bottommost or the 2-3 edge
slope if corner 3 is bottommost. The initial size factor is
the length of the horizontal line segment from the sec-
ond highest corner to the horizontally opposite edge.
Th size delia is this value subtracied from the similar
value of the third highest corner and divided by the
vertical distance between the second highest and third
highest corners.

In this manner, corners 1,2,3,4 of the input image are
mapped to corners 1,2,3,4 of the output image. This
mapping may require a 90, 180, or 270 degree preorien-
tation of the input image prior to the mapping discussed
here. This orientation is determined by computing the
area of the four possible intermediate images and choos-
ing the orientation that results in the largest area. After
preorientation the corners of both the input and output
images are relabeled such that corner 1 is the extreme
upper, left corner.

The warping function, then, implements a process

..... o hath ~als L 1
using both column-by-column and line-by-line passes.

Figure 33 represents the top-level block diagram for the
warping function with three sub-functions defined.
Two identical object processors 60 and 62 disposed on
cards 36 and 40 are defined, each capable of performing

a one-dimensional warp. The Y object processor 60

performs the column-by-column warp, and the X object
processor 62 performs the line-by-line warp. A frame
buffer 64 is used to store the intermediate image
(warped in Y but not X) to allow the X object processor

62 access to row data rather than the column oriented

data in the serial data stream used up to that point.
Magnitude and offset parameters, for both Y and X
passes, essential to the implementation of the algorithm
are passed to the Y and X axis processors 60 and 62 from
the appropriate object controiler at the frame rate.
Line-by-line (column-by-column) computations of mag-
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/ the axis processors

........... wown in

FIG. 34, ina plpelme configuration as input memory 70,
first-pass processor 60, intermediate memory 64 and
second-pass processor 62. The intermediate memory is a

double buffer so that the first-pass processor 62 can

write its results in one buffer while the second- -pass

processor is reading its input from the other buffer.
Both processing stages may be of identical hardware
design.

There are three points of external communication in
the subsystem. The input image memory 70 is loaded
from an image data base and is a 10-MHz, 8-bit I/0
port. The host has to pass sub-image coordinates and
output corner coordinates to a controller 72. This may
be a fast RS232 or a shared DMA port. The third port
is the output image delivered as a 10-MHz, 8-hit, syn-
chronized 2-1 interlace stream of plxels

The host must set up the input lmage as shown in

frame 25 of FIG. 30 and deliver the image corner points

1 to 4 indicated in the screen frame 26 of FIG. 30. The
subsystem then performs the indicated transform on the
supplied image until the host changes one or the other.

The control and processing inside the subsystem nat-

rohianl sdnoas mneal
urally partitions into three hierarchical stages, namely,

the frame, line and pixel stages. The frame and line
processing is lower bandwidth than pixel processing
and can be accomplished with available 16-bit mi-
crocomputers. The pixel processing is very high data
rate and rennirm custom designed hardware,

The frame level control mvolves setting up the mem-
ories, communicating with the host and initiating the
line processors. Several computational tasks are carried
out at the frame level. The access orientation of the
input image is determined by finding the orientation
which generates the largest 1ntermed1ate image. This is
indicated by the frame 27 of FIG. 30. There are four
possible orientations and an output position and a size
factor and associated deltas must be calculated and
passed to the line processor of FIG. 34. For the second
pass these calculations are somewhat more complex
than for the first pass and, in addmon, some screen
clipping calculations must be carried out.

There are 33 milliseconds available to carry out the
frame oriented calculations and, by using double integer
arithmetic operations, these tasks require only about 15
milliseconds on, for example a M68000. Thus, there is
ample processing power in a single microcomputer to
carry out these calculations and control the subsystem

The line level processing increments the output posi-
tion and size factor, perform chppmg calculations on
the output position, sets the address in the 1nput and

nnnnnnnn Lo
output m"mmy and S}gﬂuls e yux\.n Processor to chru

processmg There are 63 microseconds available for this
processing. It is estimated that at least 50 microseconds
are required. This is close to the limit and two mi-
crocomputers may be required to assure performance of
line computations for each pass.

AaCIl pass.

A separate line level processor is required for each
pass but only one frame processor is required. A total of
five microcomputers may thus be needed. There is very
little data storage required and programs are short for
each process. Therefore, very little memary is required

and all five processors can be fiton a smgle board.
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FiG. 36 illustrates a typical pixel interpolation pro-
cessor for carrying out the interpolation process of
consuming input pixels and generating output pixels. It
1mplements the two-state loop of the 1nterpolatlon tech-
nrque which can be readlly plpelmed in hardware. Out-
put pixels must be readily generated at a maximum rate
of one every 100 nanoseconds. The algorithm may re-
quire two cycles to generate an output pixel; therefore,
the pipeline must be capable of 50 nanosecond cycles
The processing will fit into a fast pipeline with mini-
mum hardware.

There is a recursive coupling in the process which is
accounted for in a single pipeline stage. This is the com-
parison of INSEG and OUTSEG. The use of one to
scale the input pixel (INSEG) and the subtraction of
one from the other based on the comparison generating
anew value for one which is then compared again. The
factor chosen for the scaling can be clocked into a regis-
ter of the next stage and preserved; but the compare and

subtract must occur in a single cycle in a single stage.
This is illustrated in FIG. 36.

1S IS uasiraled i 1.

First-Stage Operation

if the image is being reduced in size, OUTSEG is
smaller than INSEG and an output pixel is being com-
pleted. OUTSEG is stored into the factor register of the
next stage and is subtracted from INSEG. The new
value of INSEG is stored in its register OUTSEG is
reinitialized from INSFAC and the compare is set for
the next cycle.

Conversely, if INSEG is smaller than OUTSEG, an
input pixel is depleted. INSEG is stored into the factor
register of the next stage and is subtracted from OUT-
SEG. The new value OUT SEG is stored in its register
and INSEG is reinitialized to 1.0 and the pipeline stage
is set for the next cycle. The remaining stages then
follow in a straightforward manner.

Second Stage

The second stage multiplies the input pixel value by
the selected scale factor. If an input pixel is depleted the
next input pixel is clocked into the pixel register. The

result of the multiplication is delivered to the next or
third stage of the nineline

< 3tage Of UIC pipeinng,

Third Stage

The third stage accumulates the scaled values of input
pixels. If an input plxel is used up, the processing ends.
If an output mxe] is hem;r rnmn]eferl the accumulated
value is delivered to the next stage and the accumulator
is cleared to zero.

Fourth Stage
The fourth stage shifts the accumulator value to nor-

malize the decimal position for i input to the output scal-
mg multlpher Thls normalization is discussed in the

subsection on arithmetic precmon.

Fifth Stage

In the fifth stage, the accumulated value is multiplied
by SIZFAC which is the inverse of INSFAC. This
creates the value for the next output pinei This value is
then delivered to memory to be stored in the next out-
put pixel location. Arithmetic Precision

The interpolation is sensitive to arithmetic precision

n both the output intensity values and their spatial

~ q gharre thhat oonls
nﬂe..tat:on. Computer simulation has shown that values

of INSEG and OUTSEG with S bits of fractionation
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are sufficient to ensure very high output image fidelity
over a large range of transforms.

The value of INSEG is never greater than 1.0 and
thus requires but 9 bits of representation. OUTSEG can
be represented as 16 bits with 8 bits of fractionation.
bits. It is reaany observed that the smallest of the two
values is always chosen as the scale factor for the next
stage. This means that there will be only scale factors of
1.0 or an 8-bit fraction thereof. A factor of 1.0 can be
detected and treated as a special case by bypassing the

~la tha
scaic Luulupuuauun and presenting tnc yu‘(el value di-

rectly to the accumulator. This leaves only scale factors
with fraction bits. An 8x 8 multiplier will suffice for the
scaling and the product, then, is a 16-bit value with 8
fraction bits.

The accumulator accumulate

1110 aClulnuiaOl aclul eSS 1ACsE
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there are two possibilities. If INSFAC is less than 1.0
the relevant pixel bits migrate into the fractional portion
of the product and only one accumulation occurs. On
the other hand, if INSFAC is greater than 1.0 the rele-
vant pixel bits will migrate into high-order bits and
there may be several accumu]atxons “The accumulator
must therefore be 24 bits wide and contain 8 fraction
bits.

The accumulator value is eventually scaled to the
final output value by SIZFAC. Only 8 bits of this final
scaling are needed. The 8 bits to the left of the decimal
point are the desired bits. The possible values that can
accumuiate are directly related to the value of INSFAC
and SIZFAC. Therefore, the value of SIZFAC is di-
rectly related to the range of possible values in the
accumulator and the relevant bits of both SIZFAC and
the accumulator which produce the desired 8 bits can
be determined.

SIZFAC can be normalized so that its high-order bit
is a 1. If the value is truncated to its 8 high-order bits
and the position of the resulting decimal point noted,
the resulting value might, for instance, have 6 fraction

hite Raced on the value of SIZRFAC then the ralavant
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bits are picked out of the accumulator value which has
8 fraction bits. The value picked is the value with
enough fraction bits to bring the total of fraction bits
between. it and SIZFAC to 8. When the two numbers

are multiplied together the 16-bit product has 8 fraction

bits and thc 8 hlgh -order bits are the desired bits left of
the decimal point for the output pixel value.

TWO-AXIS FAST MEMORY

The memory serves the pixel processors by deliver-
ing and receiving streams of consecutive pixels of a
specified row or column. The line microcomputer will
load the image row and column address inio ihe mem-
ory address counters. It specifies whether the address is
to be incremented as a row or column and whether read
or write operations are to be performed. The memory
responds to requests for the next pixel from the plxel
ProCEssor. For each new line the m memory is reset to a
new row and column address by the line microcom-
puter.

The memory must respond to requests at a maximum
rate of one every 100 nanoseconds. This speed is

achieved more easily by a technigue which invgolves
aciieves more £asily oy a wecanique wilch mvoives

organizing the memory in four banks of 8 bits each. In
this manner, four pixels can be delivered or stored in a
single memory cycle and pixels can be moved four
times faster than the basic memory speed allows. As
shown in FIG. 37, fast access in both rows and columns

of the image is achieved by mapping the image into the

s these valueg
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memory spiraily such that any four consecutive pixels
of any row or column resides in separate memory banks.

IMAGE ADDRESS TO MEMORY
MAPPING

FIGS. 38-40 show examples of how the image ad-
dress to memory address is mapped. The row and col-
umn image address is stored in up/down counters and
mapped internally to a memory address. The mapping
entails incrementing either the row address for column-
oriented access or the column address for row-oriented
access. The determination of the lower order 2 bits of
the 16-bit memory address and the control of the rotat-
ing address orientation of the input and output registers
for each memory bank are the more esoteric aspects of
the address mapping.

The upper 7 bits of the 16 bit memory address com-
prise the upper 7 bits of the 9 bit column address. The
next seven bits of the memory address are the upper 7
bits of the 9 bit row address. The lower 2 bits of the
memory address are a function of the lower 2 bits of
either the row or column address based on the row/-
column flag. For the row-oriented access mode the
lower two bits of each bank are identical and are the
lower two bits of the row address. For column-oriented
access the lower two address bits are different for each
memory bank and are rotated according to the lower
two bits of the column address.

ADDRESS

LOWER 2 MEMORY BITS

Lower 2
Column
Bits Bank A Bank B Bank C Bank D
00 00 01 10 11
01 i1 00 01 10
10 10 i1 0 01
11 01 10 11 00

Control of the input-output registers is identical for
both row and column access modes and is a function of
the lower two biis of both row and column. The regis-
ter address assignment rotates depending on the row or
column being accessed. Considering only the lower two
bits the zero pixel for a zero column is in Bank C, etc.
The same is true for rows. This rotating register address
can be implemented by assigning O to Bank A; 1 to Bank
B, etc., and by adding modulo 4 the lower two bits of
row and column addresses.

For each request from the processor the proper row
or column address is incremented. Pixels are multi-

mlasad of outnnt rogigtors ar into ins rasiotama

piexea out of Cutput regiswers Or o lllPuL quhtuAn
When the lower 2 bits of the incrementing address
change from 11 to 00 a memory cycle is initiated to
store four input pixels or read the next four pixels.

LARGE/SMALL CHANNEL PROCESSORS

As previously stated to construct a CGSI scene each
object, surface, and special effect (OSSE) image pass
through a processing channel. The size of each OSSE

may range from a pixel to the entire screen. In most
scenes, small (P g. an area less than 1/16 of the screen)

SCEICS, Smail an arca I€ss 1aan 10 O 111C SCreen)

objects out nurnber large objects (e.g. an area greater
than 1/16 of the screen). The processing channels are
designed with the capability to operate on an entire
frame. These are called large channel processors. The
use of a small fraction such as only 1/16 of a frame is
very inefficient. Three choices exist: run inefficiently
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with parallel large frame processors, build a special
purpose small OSSE processor, or pass a plurality of,
say 16 OSSE’s through a large channel processor. The
last choice, of course, is by far the most practical.

A plurality of small OSSES may be passed through
the large channel processor in either a parallel or serial
manner as shown in FIG. 41. In the parallel approach,
16 small OSSE’s are loaded in one memory plane. For
each line (column) pass, the processor changes factors
four times. The output of the processor is loaded in an
output memory plane. The OSSEs are positioned
within their cell of the memory plane. An X and Y
screen address of the cell and the positions of the OSSE
within the cell determines the position of the image for
the scene construction module. The serial approach
through the processor first in
Y then X. The serial method uses 16 small input and
output memory planes.

As previously stated, one inherent prior art CGI
imaging problem involves edge aliasing or the lack of
edge feathering or smoothing in the transition from
object to background which leads to cartodnish repre-
sentations. One distinct advantage of the continuous
interpolation system of the present invention is the elim-
ination of edge aliasing in the edge details of the picto-
rial images. The pictorial images produced, as by pho-
tography, are realistic reproductions of objects where
the boundary transitions between each object and its
background are not step functions or sudden changes
but rather gradual or feathered transitions. The interpo-
lation characteristics of the present invention faithfully
reproduce these precise intensity changes which occur
between the object and the background so as to portray
softened or smoothed edges which enable high fidelity.
This is in sharp contrast to the decidedly large jumps in
intensity levels between adjacent pixels which charac-
terize the sharp edges and yield the cartoonish effect
referred to above.

PERSPECTIVE WARP TECHNIQUE

In the case of linear warping, the advantage of the
interpolation technique is that most of the highly vari-
able calculations can be performed at the frame level
where there is plenty of time available. The line calcula-
tions are very simple and the pixel interpolator need be
set up with but a few parameters and turned loose on a
line of pixels. The linear interpolation approach
achieves the correct outline for perspective transform
but the mapping of the internal data is not correct be-
cause it is nonlinear.
This nnnﬁnpnﬁ'ry is
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n the continuous
interpolation process in the form of a continuously
changing size factor for each new output pixel. Thus,
with the linear transform the value of INSFAC is con-
stant over an entire column or line; whereas with the
perspective transform the value of INSFAC may be
different for each output pixel.

It is desireable that the function for the changing
value of INSFAC or the changing size factor be charac-
terized with simple enough computations that they may
be embedded in low cost real time hardware. This may
be accomplished by a two-pass operation in which the
vertical and horizontal passes are considered in terms of
vertical planes and horizontal planes instead of just
rows and columns. The first pass utilizes a series of
projections of each object column onta a vertical plane

and the second pass utilizes a series of intersections of
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the object with planes projected from the origin
through each line on the screen.

The computation related to the plane is illustrated in
FIGS. 44A and 44B. The origin eye of the observer a
O becomes the origin of a coordinate system. The line
AB represents the viewing screen. The line CD is a line
representing an object in space behind the screen. The
lines emanating

from the origin depict line-of-sight rays

intersecting the screen AB at one pixel increments.
These rays also intersect the object line CD. The point
where a ray intersects the object line maps onto the
screen at the point where that same ray intersects the
screen.

Therefore the portion of the object line between any
two ray intersections is the portion of the input image
that maps to the screen pixel between the intersection of
those two rays and the screen. The length of the seg-
ment of CD between any two rays

is the number of
input pixels, that contribute to the corresponding output
pixel, or the value of INSFAC.

To obtain the value of INSFAC for each output pixel

for the interpolation power processor it is necessary

only to trace rays from the beginning of the object line

to the end, solve for the intersection of each ray, and
find the distance between intersections.

The interception equation (FIG. 45) is quite simple
and contains constant terms, for the most part. The ray

line passes throngh the corigin and is characterized

by its
slope which depends on the screen distance and the
screen coordinate. The screen coordinate is the only
value of the equation that changes as the ray is traced.

The object line equation is characterized in terms of
its end points. MOBYJ is defined as the slope of the line.
The interception equation solves for the Z coordinate of
the intersection of the two lines. A subtraction of Z
coordinates of the previous intersection yields the hori-

zontal distance between the two intersections.
It is seen in FIG. 44A that the obiect line CD forms

ol AL 22 SR BRI AW VU VWL LG Nl RULLLLD
a right triangle within the coordinate system and each
intersection segment forms a similar right triangle. The
ratios of the Iength CD to the horizontal distance be-
tween C and D is the same as the ratio of each intersec-
tion segment to its horizontal distance. This constant
ratio RATIO may be determined directly from the
endpoints of the line CD and the length of the input line
and may be applied to the horizontal distance between
intersections to determine the lengths of the segment
and the next value of INSFAC.

The computation consists of applying the changing
screen coordinates propagating through the equation.
As shown in FIG. 46, this readily lends itself to pipelin-
ing in hardware. The pipeline delivers a new value of
INSFAC to the interpolation processor for each new
output pixel.

The correct object line CD for each column and each
row may be charcterized by projections and intersec-
tions of the object in 3 space onto planes. This is accom-
plished by a two-pass procedure.

The first pass which is illustrated by FIG. 47 utilizes
a vertical YZ plane and projections of columns of the
object onto this plane. This may be accomplished by
determining the YZ coordinates of the top and bottom
of each column of pixels in the object image in 3 space.
The YZ coordinates of these two points in each relevant
column are the endpoints of the object line in the YZ

74 ravra 3= +l
plane to be traced with rays in th

as represented in FIG. 44A.

SR RO

¢ interpolation process
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The second pass iliustrated in FIG. 48 and FIG. 44B
utilizes planes projected from the origin through each
successive line on the screen. The intersection of that
plane and the object again defines the line for the ray
tracing process. This line is determined by its endpoints
in the piane and these endpoints are found by finding
the intersection with the plane of the two 3-dimensional
lines defined by the edges of the object in 3 space.

The two pass procedure utilizing the ray tracing
along projected object lines to drive the continuous
interpolation process achieves a mathematically correct
and high fidelity perspective transform of a plane image
onto a viewing screen. This is illustrated for both the
linear and perspective situations in FIGS. 43, 44A and
44B.

The treatment of images in perspective has been de-
scribed in technical terms. As a further aid to more fully
understanding the perspective warping of images, the
following explanation is provided.

It will be remembered that any frame, whether it is to
be portrayed on the screen eiiher in linear or perspec-
tive form, is stored in memory in the same way. The
data for the frame is a 512X 512 row and column pixel
array with associated intensity values.

For the perspective portrayal the FOV program
calcuiates the coordinates of the four cormers of the
frame in 3-space which is the coordinate system which
has the receptor of the scene recognition system, which
may be an observer, as the origin. An example of a
frame 100 in 3-space is shown in FIGS. 47 and 48. Re-
ferring to FIGS. 44A and B and FIGS. 47 and 48, the
screen AB in front of origin or the eye 0 of the observer
is an XY plane a predetermined distance from the ori-
gin.

As shown in FIG. 47, the 512 columns of the frame
100 are sequentiaily projected to a line CD in the YZ
plane which plane does not have an orientation relative
to the X-axis. In each case the line CD (referred to as an
object line) is a leg of a right triangle for which the
respective frame column is the hypotenuse. The charac-
teristics of interest of each object line CD are iis end
coordinates in the YZ plane in which it appears and
such coordinates are calculated and stored.

Each of the 512 object lines CD is subjected to a
vertical pass operation as indicated in FIG. 44A and 47
which is in a YZ p;ane, which contains the Origiu 0.
Scan or ray lines 101 extend from the eye or origin 0
through screen AB, there being one pixel spacing be-
tween each pair of adjacent rays. The rays 101 also
intersect the object line CD as indicated.

Nhinnt Tian T wing Aariona A Frams o framo aalismes
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having 512 pixels and for purposes of calculation is
considered to have a corresponding length scaled to 512
units. The segments 102 of the line CD formed by the
intersecting rays 101 are of unequal lengths and such

lengths, based on a total length of 512 units for line CD,

are calculated by equations as referred to above and as
set forth in FIG. 45.

‘With the lengths of the segments 102 known, the total
assumed length of 512 units for the line CD are prorated
relative to the individual segments. This step provides a
pixel ratio between each segment 102 and the corre-
sponding line segment of screen line AB and this ratio is
the INSFAC value for each segment 102. As the
lengths of segments 102 vary relative to each other, the
values of INSFAC for the respective segments varies

correspondingly.
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Using the stored pixel intensity values of each frame
column, the sizing and interpolation process explained
above in connection with the linear warp is used to
obtain the corresponding line 105 in screen AB for the
intermediate image

Repeating the above process for he 512 ob-
ject lines CD results in an intermediate perspective
image as illustrated in FIG. 42 in which 512 vertical
lines corresponding to the columns of frame 100 com-
prise correctly sized and positioned vertical compo-
nents of the final image.

In the second pass, illustrated in FIG. 44B and 48,
planes 103 radiating from the origin extend through
rows 104 of the screen AB which rows are spaced one
pixel apart. Planes 103 intersect frame 100 in lines of
intersection Pn which are indicated in FIGS. 44R and

48 and to some extent are analogous to the lines CD of
the vertical pass.

The lines P'Q’ may be considered second pass con-
struction lines because each of them is projected to the
horizontal XZ plane which contains the origin or eye 0
of the observer. This is the plane XZ shown in FIGS.
44B and 48 where the projected construction lines P'Q’
are ideniified as lines PQ and are referred to as second
pass object lines.

The width of the intermediate image corresponding
to each construction line P'Q’ is (or is assumed to be)
equal to the length of the second pass object line PQ
The line 104 of screen ﬂD which is a prOJection back
from line P'Q’, is a final output line. A line through the
intermediate image at the same level as a line P'Q’ will
have to be mapped onto the corresponding screen line
104.

Rcfcuuls to FIG. MB vertical l_uauca 106 LhrG‘L‘léll
the origin and screen AB (spaced one pixel apart), and
one of the second pass object lines PQ, divide the line
PQ into a series of segments X1, X1, X3, etc., which
inherently are of different sizes.

The leneth of line PQ corresnonds to the widt

h of the

The length of line PQ corresponds to the width of the
intermediate image at the vertical level of line 104,
(F1G. 48). The pixel columns of the intermediate image
are equally spaced because the first pass operation did
not disturb the horizontal spacing of the columns of the
input frame 100.

The segments X1, X2, etc. of each second pass line
PQ each represent a number of intermediate image
pixels corresponding to their respective lengths such
that the pixels are pro rated with respect to them. As the
spacing of the rays 106 through line 104 is at a one pixel
width, the ratio of the number of pixels represented by
each of the segments X1, X2, etc. relative to the corre-
sponding one pixel spacing in line 134 of screen AB is
equal to INSFAC which may have a different value for
each of the segments X1, X2 etc. of line PQ.

Using the stored pixel intensity values of each line in
the intermediate image, the smng and interpolation
process c)&pxaulcd above in connection with the linear
warp algorithm is used to obtain the corresponding line
104 in screen AB and all the other lines thereof for the

final image.
ALTERNATIVE ALGORITHM

An alternative system may be employed where
higher resolution must be retained as objects approach
the viewer. This approach assumes that the input image
resides in a memory addressable as a grid in which the
grid intersections are the points at which input image
intensities are known. Each output pixel may then be

=h
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grid of the input ima
intensity of the output pixel is computed from the re-
gion occupied by the projected output pixel. In FIG. 49,
a projected output pixel is represented by the polygon
formed by the dashed lines. The intensity computed for
an output pixel may be an area weighted average of the
smaller regions forming the inside of the projected out-
put pixel.
This procedure will be explained for one typical pro-
Jected output pixel in terms of FIG. 49. In the figure, the
rows of the input image grid are identified by the letters
A, B, C, D, and the columns by the letters a, b, ¢, d, e.
The smaller grid regions forming the inside of the pro-
jected output pixel are identified by the numbers 1, 2, 3,
4,5, 6,7, 9. Each smaller region is bordered by solid
and/or dashed lines. Region 1, for example, is bordered
by the upper and leftmost dashed lines and by the solid
lines forming the bottom of row A and the right edge of
column b.

The intensity of the output pixel is the area weighted
average, in which

projected into the ut image. The relativ

[¢]

9
output = € (intensity;) (area))
j=1

where intensityj=(corner intensities for each smaller
region j), and area j is the area of a smaller region ex-
pressed as a percentage of the total projected output
pixel’s area enclosed by the dashed polygon.

The corner intensities for a small region are bilinear
interpolations from the four nearest grid corners of the
input image. Using Region 1 as an example, the intensity

at the upper left corner of Region 1 is computed as th

15 COmpulea as une
bilinear interpolant of the four corners of the square
formed by Row A and Column b. The intensity of the
upper right corner of Region Iis the bilinear interpolant
of the four corners of the square formed by Row A and
Column c. The intensity of the lower right corner of
Region 1 is the bilinear interpolant of the four corners
of the square formed by Row B and Column C. The
intensity of the lower left corner of Region 1 is the
bilinear interpolant of the four corners of the square
formed by Row B and Column b. These intensities for
the Region 1 corners are averaged to form intensity;
where j=1. This is the value multiplied with area; to
form the first of the nine products summed to compute
the projected output pixel’s intensity. In this manner,
the corner intensities for each small region are similarly
interpolated then averaged to produce a single value to
multiply with each region’s area expressed as a percent-
age These products may then be
summed to compute the output pixel intensity.

of the large region.

TR TTAVTTOAN
SCENE CONSTRUCTION

A scene construction module is provided which as-
sembles the individual obiects being

processed into a
single scene or frame with each object positioned ap-
propriately and viewed according to whether or not it

is occiuded by other objects.

The block diagram oft he scene construction module

shown in FIG. 50 indicates those subfunctions neces-
sary to implement all of the generic tasks required of
this function. The following sections will describe each
of these subfunctions in more detail.

Channel combiner 80 forms the heart of the scene
construction module, for it is here that the video data

from multiple sources or channels is combined on a

-
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pixel-by-pixel basis to form the final composite scene or
picture. The term “channel” is used here to refer to a
source of video data. Of course, each of these sources
may be expanded to include one or more colors. As
shown in FIG. 51, the channel combiner 80 accepts
video from the surface and object channels. The chan-
nel combiner also accepts range information for each
displayed object from the object and software controi-
lers as indicated in the block diagram of FIG. 3. The
channel combiner outputs a obannel of video data and a
“trigger” signal to a smoothing input 82 which per-
forms the shoothing subfunction.

A channel combiner implementation is presented in
FIG. 51. Three basic elements are defined to implement
channel combinations which are the object switch, the
serial-to-parallel interface (S/P—I/F), and a trigger
generator 84.

As shown in FIG. 51, the final object switch element
85 accepts video data from two channel sources, and
range information from either the surface and object
controller (via the serial-to-parallel interface) or the
previous object switch. The object switch then outputs
on a pixel-by-pixel basis the selected video channel and
the appropriate range of that channel. The selection
basis can be termed “nearest occupied” in that the video
output is that of the object closest to the viewer that

1 na atmala oo
actually has non-zero pixel data. One single range

value
is used to describe both two-dimensional objects and
three-dimensional objects. Object data is assumed to be
embedded in a “field of zeroes.” Each object switch in
the array also outputs a “switch select signal” which is
input to the irigger generator 84.

Asshown in FIG. 51, trigger generator 84 accepts the
“switch select” signals (the

gating network output
which also controls the range and video select muxes in
the switch) from all of the object switches in the array.
The output of the trigger generator is a single “trigger”
signal which is used by the smoothing function 82 to
control start of smoothing. Characteristics of the signal
generator include (1) all changes in “switch select”
signal inputs which affect the video output to the dis-
play must cause the “trigger” signal to activate, and (2)
the throughput delay occasioned by the number of
pipeline stages of the irigger generator must match the
delay of the video path to the smoothing subfunction.
Scene value adjustment is performed by a scene value
adjustment unit 86 which is used where scene-wide
intensity corrections are required. Such corrections
may be applied to compensate for day/night lighting,
haze, rain, etc. These are typically initial conditions, or

very chaneino conditions. The scena valua ad.
T T
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Jjustment accepts video data from the channel combiner
80 and intensity correction values from the FOV com-
puter. Output video from this subfunction is applied to
the smoothing subfunction.

smoothing subfunciion performed by the
smoothing unit 82 is used to simulate edge characteris-
tics of the sensor. An edge refers to any adjacent

slowly

T
The

nixels
on a display line where a boundary exists. Such bound-
aries include those defined by objects overlaying other
objects, or the transition from background to object.
While several different types of edge smoothing algo-

rithms may be used, a two-to-eight pixel process using

Gaussian pixel weighting is preferred.
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SPECIAL EFFECTS

The special effects function performed by the special
effects unit 12 may add translucent smoke, haze, or dust
into the scene. These effects also have a range and may
appear ahead of or behind other objects in the scene. A
block diagram of the special effects function is shown in
FIG. 52. Two subfunctions are necessary to implement
this function, namely, a serial-to-parallel interface (S/P-
1/F) and a special effects switch 88.
The S/P-1/F performs its function by accepting serial
data (in this case from the FOV computer) and loading
parallel range data into the range register of the special
effects switch,
The special effects switch 88 is quite similar to an
object switch. A “nearest occupied™ algorithm may siiil
be used to select the range value passed on to the next
stage and influences how the channel i and channel i+1
videos are combined. The actual combination is not a
simple switch implemented by a mux in the object
switch but is an arithmetic combination which is influ-
enced by the “nearest occupied” channel decision and a
control or select signal from the FOV computer. The
actual combination method is probably similar to the
equation Y=ai+b(1+2) or bi+a(i+1).
The embodiments of the invention in which an exciu-
sive property or right is claimed are defined as follows:
1. A method of mapping in a 3D coordinate system of
2D input images of views of objects stored in a data base
to output images in a moveable rectangular viewing
piane having a recatnguiar column and row pixel ma-
trix, said system having a main axis extending normal to
said viewing plane and having a viewing point thereon
in spaced relation to said viewing plane, said method
comprising the steps of:
representing each of said ZD images as a rectanguiar
matrix of pixel intensity values arranged in columns
and rows of pixels and having corner coordinates;

establishing a rectangular pixel matrix of each of said
stored 2D images;

computing four corner coordinates for an output

image in said viewing plane corresponding to said
corner coordinates of any selected one of said 2D
images;

making tow orthogonal passes wherein said first pass

lb OVEr Sdlu HIPUI. lmdgc io wrm an lﬂteffﬁeuldlﬁ
image having columns and rows of pixels and cor-
ner coordinates determined by said computed four
coordinate corners of said output image, to form
said output image with columns and rows of pixels
and corner coordinates determined by said com-
puted four coordinate corners of said output image;
making line transformations in said first pass wherein
said input image columns are converted to said
intermediate image columns with said intermediate
image columns having lengths derived from said
input image columns establishing respective ratios
defining the lengths of said input image columns
relative to said intermediate image columns;
making line transformations in said second pass

wharsin caid ro id i rmeadi im
wherein said rows of said intermediate image are

converted to said output image rows on said view-
ing screen with said output image rows having
lengths derived form said intermediate image rows
establishing respective ratios defining the lengths

ate image rows relative to said

ale 1Image rows rciallv

of said interm

output image rows;
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caiculating and forming for each of said line transfor-
mations from said ratios, the number of input pixels
required respectively from said columns of said
input image and said rows of said intermediate
image to create output pixels respectively for said

'~ ans A fienl
Sail  liillal

lllLCllllCuldlC iiuaéc bUlulliub aud f\)l
image rows;

mapping aid input pixels sequentially and fractionally
to said output pixels for each of said line transfor-
mations; and

summing uud averaging said intensity values of said
input pixels corresponding to each said output pixel
and respective accruing composite values so ob-
tained to said output pixels.

2. A method of linearly mapping a rectangular digital

input imaee having colt

input image having columns and ro
dinates, and represented as a pixel matrix of intensity
values, to any predetermined quandrilateral having
columns and rows and corner coordinates, comprising
the steps of:
performing sequentially two orthogonal scanning
passes of said input image wherein said first pass
forms from said input image an intermediate image
having columns and rows of pixeis and corner
coordinates and said second pass forms an output
image having columns and rows of pixels and cor-
ner coordinates from said intermediate image;
perforrning line transformations during said first pass
wnereoy aam commna OI bdlﬂ mtemieuldLC ll‘ﬂ&gc
correspond to said columns of said input image and
have lengths and positions determined from said
coordinates of said quadrilateral;
performing line transformations during said second
pass whereby said rows of said output image corre-
spond to said rows of said intermediate image and
have lengths and positions determined from said
coordinates of said quadrilateral;
calculating for each of said line transformations (1)

the vertical ratios of the respective lengths of said

columns of said input image relative to said col-
umns of said intermediate image and (2) the hori-
zontal ratios of the respective lengths of said rows
of said intermediate image relative to said rows of
said output image;

calculating a pixel ratio for each of aid line transfor-
mations from said vertical and horizontal ratios to
determine respectively, for each of said line trans-
formations, the number of said input image pixels
required to create said intermediate image pixels
and the number of said intermediate image pixels
required to create said output image pixels and
calculating, for each of said creaied iniermediate
and output pixels, an average intensity value from
the intensity values of said input and intermediate
pixels respectively; and

mappmg said mput pixels sequentlally and fraction-
dle LU aaiu lllLClLuCUldLC Pl}kclb djld iuaypui5 alld
intermediate pixels sequentiaily and fractionally to
said output pixels for each of said line transforma-
tions.

3. A method of mapping a digital input image to a

viawing coraan whisrh ic mat i D i
viewing screen which is moveable in 2 3D coordinate

system and wherein said image comprises columns and
rows of pixels representing a matrix of pixel intensity
values in said system, said system having an observation
point on a main axis thereof and a viewing screen hav-
|n0 a format with columns and rows mmandma normal

to said axis and spaced from said observation point, said

of caid

ns and rows and corner coor-
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1 1 rafaranca nlana
vertical reference pianc

said main axis and extending normal to
screen, comprising the steps of:
projecting sequentially and orthogonally said col-
umns of said input image to said reference plane to
form first pass object lines in said reference plane;
processing each line of said first pass object lines by
projecting divergent lines form said observation
point to said each line of said first pass object lines
to define an intermediate vertically extending
image column line in relation to said viewing
screen having equal line segments of a length at
least equal to one pixel length, said divergent lines
intersecting said each line of said first pass object
lines and resulting in corresponding first pass line
segments thereof between.said divergent lines hav-
ing respective lengths corresponding to the num-
ber of said pixels separating adjacent one of said
divergent lines;
calculating pixel ratios of said first pass line segments
relative to corresponding ones of said line segments
of said intermediate image column line;
mapping pixels respectively from said first pass line

o pratls 1CepPCCLIVEDY IIom SalC ISt pass ang

segments to corresponding ones of said line seg-

ments of said intermediate image column line;
projecting divergent planes from said observation

point through said rows of said viewing screen

having separation of at least one pixel length in said

screen each of said divergent planes intersecting
said screen to form a final image row line and inter-
secting said input image to form a second pass
object line;

Al AF
processing each said second pass object line in each of

said divergent planes by projecting second pass
divergent lines form said observation point through
said columns of said screen having a separation of
at least one pixel in said screen, said second pass

T anid an~and
dwergent lines mtersectmg €aca saih 5eCona pass

object line to form second pass line segments
thereof and intersecting said screen to form hori-
zontally extending correctly positioned final image
rows, said second pass line segments having respec-

Tha serzemmlemn A0 o0
tive lengths corresponding to the number of said

pixels separating adjacent ones of said second pass
divergent liries;

calculating pixel ratios of said second pass line seg-
ments relative to corresponding line segments of
said final image row; and

mapping pixels respectively from said second pass
line segments to corresponding line segments of
each said final image row.

4. A method for the linear posmon mappmg of input
pixels from an input pixel line in an input image to out-
put pixels in an output pixel line in an output image,
comprising the steps of:

(2) Determining the corresponding starting and stop-
ping points for said lines and the size factor defined
as the ratio of the 1engm of said 1nput line to the
length of said output line, said ratio also being
equal to the fractional number of consecutively
arranged ones of said input pixels required to form
the first one of said output pixels;

{b) beginning at the start of said input pixel line and
sequentially feeding consecutively available pixels
therefrom until a current number at least equal to
said ratio is reached;

1 o a
system defining a
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said viewing
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0 said output pixei line and finding

he current fractional pixel difference between said
current number and said ratio;

(d) returning to said input pixel line and, starting with
the next available pixel continuing to sequentially
feed consecutive available pixels therefrom, the
number of which are added to said current differ-
ence until a new current number at least equal to
said ratio is reached; and

(e) returning to step (c) to continue

availataly wle o

there are no more av ailaoic pmctS
line.

S. A method for linear position rnappmg of input

pixels from an input pixel line in an input image to out-

put pixels in an output pixel line in an output image,

comprising the steps of:

(a) determmmg the corresponding startmg and stop-
ping points for said lines and the size factor defined
as the ratio of the length of said input line to the
length of said output line, said ratio also being

Fﬂlla] to the fractional numbar of consecutivaly

the fractional number of consecutively
arranged ones of said input pixels required to form
one of said output pixels;

(b) beginning at the start of said input pixel line and
sequentially feeding consecutively available pixels
therefrom;

(©) calculatmg a sum by incrementing an initial value
by one upon the said feeding of each said consecu-
tive available pixel until a current sum at least equal
to said ratio is reached;

(d) feeding a pixel to said output pixel line and finding
the current difference between said current sum
and said ratio when the current sum is at least equal
to said ratio;

(e) returning to said input pixel line and, starting with
the next available pixel, continuing to sequentially
feed consecutive available pixels therefrom and
incrementing said current difference until a new

cum at laact o
current sum at least &gqua

and

(f) returning to step (d) to continue the process until
there are no more available pixels in said input pixel
line.

6. A method according to claim 4 wherein said innut

according to claim 4 wherein said input
pixels have intensity levels and, in each case where said
fractional number of input pixels are required to form
one of said output pixels, corresponding fractions of
said intensity levels of said fractional pixels are summed
and averaged in such a manner as to provide a desired
intensity level for the corresponding one of said output
plxels

7. A meihod for nonlinear position mapping of input

pixels from an input pixel line in a input 1mage to output
pixels in an output pixel line in an output image, com-
prising the steps of:

(a) determining (1) the corresponding starting and
stopping points for said lines, (2) a size and factor
function, and (3) the current size factor ratio of the
fractional number of consecutively arranged ones
of said input pixels required to form: one of said
output pixels lines, said ratio being at the origin of
said lines;

{b) beginning at the start of said input pixel line and
sequentially feeding consecutive available pixels
therefrom until a current sum at least equal to said
current ratio is reached;

(c) feeding a pixel to said cutput pixe

a new current size factor ratio fro:

the process until

in said input pixel

11al ta aadd eatin do pas b
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function at that point and finding a current differ-
ence between said current sum and said current

ratio;

(d) returning to said input pixel line and, starting with
the next available pixel, continuing to sequentially
fand ammanantiva availahla mivale tharaferam whinh
IUTU LUIIDCLVULLYC avaiiavie PIACLD Ll viilviil ywiuwvis
are added to said current difference until anew
current sum at least equal to said current size factor
ratio is reached; and

(e) returning to step (c) to continue the process until

there are not more available nnrplc in the 1nr\nf line
therear ime.

8. A method according to clalm 7 wherein sald input
pixels have intensity levels and, in each case where said
fractional number of input pixels are required to form
one of saxd output plxels, correspondmg fractions of
said i e
and averaged in such a manner as to prov1de a desired
intensity level for the corresponding one of said output
pixels.

9. A method of mapping a digital input image to a
viewing screen which is moveable in a 3D coordinate
system and wherein said image comprises columns and
rows of pixels representing a matrix of pixel intensity
values in said system, said S’yStem ndvmg an observation
point on a main axis thereof and viewing screen having
a format with columns and rows of pixels extending
normal to said axis and spaced from said observation
pomt said system defining a vertlcal and horizontal
reference plane parallen to said main axis and extending
normal to said viewing screen, comprising the steps of:

projecting sequentially and orthogonally said col-

umns of said input image to said vertical reference
plane to form first pass object lines in said vertical

rafaranna nla
TEierence paane;

processing each line of said first pass object lines by
projecting divergent lines form said observation
point to said each line of said first pass object lines

to define an intermediate vertically extending
lmﬂaﬁ f‘ﬂh‘m“ 1I'I’|P l“ 'I'PI 2”‘(\" fﬂ :;nrl UIPW'IﬂQ

mage coiimn Ing Iin reiaion salc vIiewing

screen having equal line segments of a length at
least equal to one pixel length, said divergent lines
intersecting said each line of said first pass object
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segments thereof between said divergent lines hav-
ing respective lengths corresponding to the num-
ber of said pixels separating adjacent ones of said
divergent lines;

calculating pixel ratios of said first pass line segments
relative to corresponding ones of said line segments
of said intermediate image column line;

mapping pixels respectively from said first pass line
segments to corresponding ones of said line seg-

ments of said intermediate i image column line:

mn line;

projecting divergent planes form said observation
point through said rows of said viewing screen
having a separation of at least one pixel length in
said screen, each of said divergent planes intersect-
ing said screen to form a final image row line and
mtersectmg said input image to form a second pass
object line;

projecting sequentiaily and orthogonaily said second
pass object lines to said horizontal reference plane
to form constructional second pass object lines in
said horizontal reference plane;

processing each said constructional second pass ob-
ject line by projeciing second pass divergent lines
from said observation point through said columns
of said screen having a separation of at least one
pixel in said screen, said second pass divergent lines
intersecting each said constructional second pass
object line to form second pass line segments
thereof and intersecting said screen to form hori-
zontally extending correctly positioned final image
rows, said second pass line segments having respec-
tive lengths corresponding to the number of said
pixels separating adjacent ones of said second pass
divergent lines;

calculating pixel ratios of said second pass line seg-
ments relative to corresponding line segments of
said final image row; and

mapping pixels respectively form said second pass
line segments to corresponding line segments of
each said final image row.
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